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Credit to Kilian Lieret, Ofir Press, Carlos Jimenez, Shunyu Yao for slides!



Goals

● Building and evaluating LLM agents
● Focus on applications

○ Software engineering (our focus today)
○ GUI navigation
○ Information retrieval
○ Customer assistance
○ …
○ Many use cases with real economic value

● Terminology
○ Agents, tools, environments, scaffolds, 

frameworks, compound systems
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LMs for Software Engineering
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Language models are next token predictors

⇒ June 2021 Github Copilot powered by OpenAI Codex



LMs for Software Engineering
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Language models are next token predictors

⇒ June 2021 Github Copilot powered by OpenAI Codex

⇒ July 2021 OpenAI releases paper on Codex…

… introducing new benchmark, HumanEval



5

HumanEval
164 handwritten programming problems
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HumanEval
164 handwritten programming problems

Check correctness of generated 
code by running unit tests!
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HumanEval
164 handwritten programming problems

Great benchmark for evaluating code generation & autocomplete!

🤔 But does this capture your typical coding work?



A. Complexity of real codebases

8http://www.gameenginebook.com/figures.html



B. Complexity of development workflows

9

🐛 Bug Reproduce🔍 Find/read code ✍ Edit 🧪 Test

🎉 Done
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🎉 Done

🐛 Bug Reproduce🔍 Find/read code ✍ Edit Compile

🐛 other 
Bugs🐛 other 

Bugs🐛 other 
Bugs

B. Complexity of development workflows

Lint

🧪 Test
Documentation?!
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SWE-bench: Can Language Models 
Resolve Real-World GitHub Issues?
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Pull request

With test changes
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SWE-bench: Can Language Models 
Resolve Real-World GitHub Issues?
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SWE-bench: Can Language Models 
Resolve Real-World GitHub Issues?
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SWE-bench: Can Language Models 
Resolve Real-World GitHub Issues?



Many new challenges:
● Understanding large code bases
● Long input contexts
● Edits to multiple files
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SWE-bench: Can Language Models 
Resolve Real-World GitHub Issues?



17openai.com/index/introducing-swe-bench-verified/

High-quality 
subset of 
SWE-bench
(well-specified 
issues and tests)

Tracks real software 
developer activity
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RAG: Simplest approach for SWE-bench
= retrieval augmented-generation

🐛 Issue
Retrieve
relevant 

files

Add to 
prompt

Use as 
prompt

🤖LLM
instruction-tuned



RAG performs poorly on SWE-bench

The RAG system is like an exam setting
⇒ No feedback or tools
⇒ Unnatural output format

Real SWEs:
1. Search through code dynamically
2. Iterative on their code with multiple edits
3. Write tests or print debug info
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We want LLM-Computer interaction

Humans use tools like VSCode / vim

- Lots of visual information
- High granularity of commands
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We want LLM-Computer interaction

(Yang et. al 2023)

Better approach:
Connect LLM to terminal environment

LM output → bash
bash output → LM

Basically a chat, but instead of
Human ⇔ ChatBot

we have
ChatBot ⇔ Computer
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conversation ⇒ trajectory



Usually LM provides both a verbalized Thought and the Action

26This was introduced by Yao et al., 2022 “ReAct: Synergizing Reasoning and Acting in Language Modelsˮ 



So what is an LLM agent?

lilianweng.github.io/posts/20180219-rl-overview/

Traditional RL view

Sumers et al., 2024. Cognitive Architectures for Language Agents

Language / LM / LLM agents

as textas text
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What is NOT an LLM agent?

Xia et al., 2024, Agentless: Demystifying LLM-based Software Engineering Agents 28



What is NOT an LLM agent?

Xia et al., 2024, Agentless: Demystifying LLM-based Software Engineering Agents 29

(compound) AI system: Complex pipeline 
with many LLM calls and tailored prompts

More powerful than single-turn inference!

But not agentic!



maximize reward of agent policy

So what is an LLM agent?

lilianweng.github.io/posts/20180219-rl-overview/

Traditional RL view

Sumers et al., 2024. Cognitive Architectures for Language Agents

Language / LM / LLM agents

as textas text
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can also tune environment

is fixed

format? hints?

what tools?



= Terminal +  
LM-friendly tools

SWE-agent

3110% 18%SWE-bench scores

The choice of tools 
and control flow is 
also called scaffold 
or agent framework
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System Prompt
● Explain mission, strategy & give tips
● Can be very short with Claude 3.5
● LLMs has standardized interface for tools

Demonstrations (providing examples trajectories)
● Not needed with Claude 3.5
● Can lock agent into specific patterns 

(bad if you have high task variance)
● LM does ReAct out of the box

SWE-agent v0.1 GPT4
Score: 18% April 2024

SWE-agent v1.0 Claude 3.7 Sonnet)
Score: 33% February 2025

History processing
● Previously: kept only last 5 observations
● New models can deal better with long context 
● Multi-agents as fancy way of managing context 

(but worth the added complexity & cost?

What has changed in the last year?



Quick Recap
The LLM Agent interacts with an environment

text inputs (env. feedback, tool results) ↔ text outputs (actions, tool calls)

Agent framework/scaffold handles control flow 
(e.g. retries, self-verification, context window, budget constraints)

AI systems = agents and other compound
systems consisting of many LLM calls

33
bair.berkeley.edu/blog/2024/02/18/compound-ai-systems
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LLM agents: other applications and 
developments
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Other benchmarks: WebArena

36Zhou et al., 2023, WebArena: A Realistic Web Environment for Building Autonomous Agents
webarena.dev



Other benchmarks: WebArena

37Zhou et al., 2023. WebArena: A Realistic Web Environment for Building Autonomous Agents
webarena.dev



Product: OpenAI Operator
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Similar: Claude Computer Use

every.to/chain-of-thought/we-tried-openai-s-new-agent-here-s-what-we-found



Other benchmarks: τ-bench
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Yao et al., τ-bench, 2024 A Benchmark for Tool-Agent-User Interaction in Real-World Domains



LLM agent training: SWE-gym
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● Collect more SWE-bench 
issues for fine-tuning LLMs

● Use data to fine-tune models
both as agent and as verifier

● Best system with 32B LLM
achieves 32% on SWE-bench 
Verified

Pan et al., 2024. Training Software Engineering Agents and Verifiers with SWEGym



LLM agent training: ReSearch

41Chen et al., 2025. ReSearch: Learning to Reason with Search for LLMs via Reinforcement Learning



Research Demo: Claude Plays Pokemon
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https://www.twitch.tv/claudeplayspokemon
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Frameworks for building LM agents / AI systems

● DsPy
● Model Context Protocol MCP
● LangChain
● LlamaIndex
● SWE-agent
● OpenHands
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DsPy (dspy.ai)
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