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Goals

e Building and evaluating LLM agents
e Focus on applications
o Software engineering (our focus today)
GUI navigation
Information retrieval
Customer assistance

O O O O

o Many use cases with real economic value
e Terminology
o Agents, tools, environments, scaffolds,
frameworks, compound systems




ILMs for Software Engineering

Language models are next token predictors

= June 2021: Github Copilot powered by OpenAl Codex




LMs for Software Engineering

Language models are next token predictors
= June 2021: Github Copilot powered by OpenAl Codex

= July 2021: OpenAl releases paper on Codex...

Evaluating Large Language Models Trained on Code @

... introducing new benchmark, HumanEval




HumanEval

164 handwritten programming problems

def solution(lst):
"""Given a non-empty list of integers, return the sum of all of the odd elements
that are in even positions.

Examples

solution([5, 8, 7, 11) =212
solution([3, 3, 3, 3, 3]) ==>9
solution([30, 13, 24, 321]) ==>0

return sum(lst[i] for i in range(0,len(lst)) if i % 2 == 0 and 1lst[i]l % 2 == 1)




HumanEval

164 handwritten programming problems

def solution(lst):
that are in even positions.

Examples

solution([5, 8, 7, 11) =212
solution([3, 3, 3, 3, 3]) ==>9
solution([30, 13, 24, 321]) ==>0

"""Given a non-empty list of integers, return the sum of all of the odd elements

return sum(lst[i] for i in range(0,len(lst)) if i % 2 == 0 and 1lst[i]l % 2 == 1)

assert
Check correctness of generated assert
code by running unit tests! ::Z:;

assert
assert
assert

def check(candidate):

candidate([5, 8, 7, 1]) == 12
candidate([3, 3, 3, 3, 3]) ==
candidate([30, 13, 24, 321]) ==
candidate([5, 9]) ==
candidate([2, 4, 8]) ==
candidate([30, 13, 23, 32]) == 23
candidate([3, 13, 2, 9]) ==




HumanEval

164 handwritten programming problems

def solution(lst):
"""Given a non-empty list of integers, return the sum of all of the odd elements
that are in even positions.

Examples

solution([5, 8, 7, 11) =212
solution([3, 3, 3, 3, 3]) ==>9
solution([30, 13, 24, 321]) ==>0

return sum(lst[i] for i in range(0,len(lst)) if i % 2 == 0 and 1lst[i]l % 2 == 1)

Great benchmark for evaluating code generation & autocomplete!

&) But does this capture your typical coding work?



A. Complexity of real codebases

GAME-SPECIFIC SUBSYSTEMS
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Rendering & Rendering Animation (HID) Camera Camera Decision Making Interface) 3D Model Texture Material EarR Skeleton Collision Physics Game 2
Resources Resource Resource O N8 SOUICS: Resources Resources Parameters WorldMap e
Player-Follow Debug Fly- Sight Traces & Path Finding
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Core Systems
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3rd Party SDKs
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DirectX, OpenGL,
libgem, Edge, etc
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Granny, Havoc
Animation, et
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Additive Blending
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[ 3D Audio Model ]
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Rendering

Low-Level Renderer

Animation
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Audio Playback /
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Game State
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Lighting
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Forces & Ray/Shaps
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Human Interface
Device (HID)

Primitive Viewports & Virtual Texture & Memol i
[ Submission ][ Screens ] [ Surface Mgmt ][ Bl (L 24 ] [ Performance Status ] [ Pl i ] [ Phantoms ]
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Physical Device
110

Drivers

Hardware (PC, XBOX 360, PS3, etc)

http://www.gameenginebook.com/figures.html




B. Complexity of development workflows

p
( 5, Bug H ., Find/read code H Reproduce H A Edit # Test J
J

Y

{ & Done J




B. Complexity of development workflows

{ %, Bug
J

%, other
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SWE-bench: Can Language Models
Resolve Real-World GitHub Issues?

& scikit-learn / scikit-learn  public ) Sponsor £\ Notifications %9 Fork 25.7k ¢ Star 617k

<> Code (© Issues 1.6k 11 Pull requests 584 ) Discussions () Actions [ Projects 15 0 wiki @ Security [~ Insights

With MLPClassifer, when warm_start is True or coeffs_ are provided, fit [ Newissue JiES
doesn't respect max_iters #8713

@© Closed fo #25443

a rbaxter1 opened on Apr 6, 2017 - edited by rbaxter1 Edits v  *** Assignees

No one assigned

Description
With MLPClassifer, when warm_start is True or coeffs_ are provided, fit doesn’t respect max_iters. The reason for this Labels
is, when fitting, max iteration check is equality (==) against self.n_iter_. When warm_start is true or coeffs_ are m —
provided, initialize is not called; this method resets n_iter_ to 0. Based on this implementation, there is doubt as to the module:neural_network
meaning of max_iter. Consider, if max_iter is 1 and fit terminates due to reaching maximum iterations, subsequent
fittings with warm_start true will never terminate due to reaching maximum iterations. This is bug. An alternate -
. . . . . . . . . . i . e
interpretation is max_iter represents the maximum iterations per fit call. In this case, the implementation is also wrong. e
The later interpretation seems more reasonable. No type
Steps/Code to Reproduce Projects
No projects
import numpy as np @
from sklearn.neural_network import MLPClassifier
Milestone
X = np.random. rand(100,10) No milestone
y = np.random.random_integers(@, 1, (100,))
clf = MLPClassifier(max_iter=1, warm_start=True, verbose=True) Relationships
for k in range(3): 11

clf.fit(X, y) None yet



A = np.random.rand(199,19) No milestone
y = np.random.random_integers(@, 1, (100,))

clf = MLPClassifier(max_iter=1, warm_start=True, verbose=True) Relationships
for k in range(3):
clf.fit(X, y) None yet

(2 & glemaitre mentioned this on Jan 31, 2023

f~ FIX report properly n_iter when warm_start=True #25443

@ jeremiedbb closed this as completed in #25443 on Feb 20, 2023

With test changes

+

v -y° 24 mmmm  sklearn/neural_network/tests/test_mlp.py |‘_|T—'

Pull request o0 .

931 + @pytest.mark.parametrize("MLPEstimator", [MLPClassifier,
MLPRegressor])

v ‘1w sklearn/neural_network/_multilayer_perceptron.py |'_[,:| B test Atk paranetrizs(tsolvent, [Mgdr) “adanty Rlbtgstls
N ) ) 933 + def test_mlp_warm_start_no_convergence(MLPEstimator, solver):
""" @e -607,6 +607,7 @@ def _f1t_stochast1c( 934 + """Check that we stop the number of iteration at ‘max_iter"
607 607 batch_size = np.clip(self.batch_size, 1, n_samples) when warm starting.
608 608 Sl
i 936 + Non-regression test for:
609 609 try: 937 + https://github.com/scikit-1learn/scikit-learn/issues/24764
610 + self.n_iter_ =0 938 +
610 611 for it in range(self.max_iter): 939 4+ model = MLPEstimator(
611 612 if self.shuffle: 940 + solver=solver, warm_start=True, early_stopping=False,
612 613 # Only shuffle the sample indices instead of o max-)iterzw
+
X and y to s
v 943 4+ with pytest.warns(ConvergenceWarning):
944 4+ model.fit(X_iris, y_iris)
945 + assert model.n_iter_ == 10
946 +
947 + model.set_params(max_iter=20)
948 4+ with pytest.warns(ConvergenceWarning): 12
949 4+ model. fit(X_iris, y_iris)
950 + assert model.n_iter_ == 20



SWE-bench: Can Language Models
Resolve Real-World GitHub Issues?
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SWE-bench: Can Language Models
Resolve Real-World GitHub Issues?

® Issue

data leak in GBDT due to warm
start (This is about the non-
histogram-based version of...

() Codebase

B sklearn/ D regs.txt
@B examples/ [3 setup.cfg
@ README.rst [0 setup.py

14



SWE-bench: Can Language Models
Resolve Real-World GitHub Issues?

® Issue > ( 2 Language Model )
data leak in GBDT due to warm J
start (This is about the non-

histogram-based version of... {9 Generated PR

+20-12 HIHEN
() Codebase B sklearn

BB sklearn/ D regs.txt @ gradient_boosting.py
@8 examples/ [J setup.cfg B helper.py ]
@ README.rst (3 setup.py BB utils =

15



SWE-bench: Can Language Models
Resolve Real-World GitHub Issues?

© Issue - ( £ Language Model ) E) Unit Tests

data leak in GBDT due to warm J
start (This is about the non- Pre PR PostPR Tests

histogram-based version of... {9 Generated PR

join_struct_col
+20-12 ENEN
vstack_struct_col

() Codebase B sklearn

BB sklearn/ D regs.txt @ gradient_boosting.py
@8 examples/ [ setup.cfg Y helper.py
@ README.rst (3 setup.py BB utils =

dstack_struct_col

matrix_transform

N2
LA YA YA YA

euclidean_diff

Many new challenges:

e Understanding large code bases
e Long input contexts

e Edits to multiple files

16



Distribution of Difficulty Labels F—) H |g h = q ua | |ty

B 1699 random samples of SWE-bench 231 random samples of SWE-bench Lite SWE-bench Verified S u b Set Of
SWE-bench

0 (well-specified

) issues and tests)
§ 40 377% So8%
f:i 30
g 20 19.4%

10 ) 8.4%

5 % 0%  06%
<15 min fix 15 min - 1 hour 1-4 hours >4 hours TraCkS real SOftwa re
% of Samples developer aCtiVity

openai.com/index/introducing-swe-bench-verified/ 17



RAG: Simplest approach for SWE-bench

= retrieval augmented-generation

> B

5 scikits

| learn

w cluster

tests

O _init__py

[3 affinity_propagation_.py
[ k_means_.py

[ mean_shift_py

[ spectral.py

v @ covariance

W tests
O _init__.py
[ covariance.py

[ ledoit_wolf.py

v G datasets

data
[ diabetes_data.csv.gz
D diabetes_target.csv.gz
3 digits.csv.gz
[ iris.csv
1 descr
[ DATASET_PROPOSAL.txt
3 _init_.py
[ base.py
[ micomp.py
[ samples_generator.py

[ setup.py

Issue

Retrieve
relevant
files

Use as

prompt

v Instructions
You will be provided with a partial code base and an issue

Add to
prompt

_—

» Additional Instructions

> Issue

v Code (retrieved documents)
» README.rst
» sphinx/ext/napoleon/docstring.py

——— a/sklearn/linear_model/huber.py
+++ b/sklearn/linear_model/huber.py
@@ -231,6 +231,9 Q@ class HuberRegressor (LinearModel, RegressorMixin,
BaseEstimator) :
self.tol = tol

+ def _validate_data(self, X, y=None):
+ return X.astype (np.float64) if X.dtype == np.bool else X
+
def fit (self, X, y, sample_weight=None):
""rEit the model according to the given training data.

!

g LLM

instruction-tuned

!

*1line

statement explaining a problem to resolve.

* 67 lines
*1431lines
* 132 lines
*1295 lines

* 57 lines

18



% Resolved

RAG performs poorly on SWE-bench

10%

8%

6% w

4% wed

2% w

The RAG system is like an exam setting
= No feedback or tools
= Unnatural output format

Real SWEs:
1. Search through code dynamically
2. lterative on their code with multiple edits

= 3. Write tests or print debug info
1.97
1.31
. . o1 0.70 0.70

Claude 3 Claude 2 GPT 4 ChatGPT SWE-Llama SWE-Llama
Opus Turbo 13B 7B 19



We want LLM-Computer interaction

;

° <

°
‘ @ EXPLORER

\ OPEN EDITORS
X swe_env.py i.. 5 M

v P-SWE-AGENT [SSH: BITBOP.10]

agent
analysis
assets
config
data
docker
evaluation
fine_tune
inspector
[ intercode

__init__.py
swe_env.py 5 M
utils.py

make_demos

scripts

@ .gitignore
clean_dirty_patches.py
environment.yml

*

© LICENSE

make_demos.sh

‘Z make_sweep-01.ipynb

B8 print_thought_actions.sh

0 README.md

> OUTLINE

> TIMELINE

£ p-swe-agent [SSH: bitbop.io] [ A=
) swe_env.py 5,M X >Dv ) @
intercode > @ swe_env.py > 4 SWEEnv > @ install_env
class SWEEnv(gym.Env):
def (self) —> None:
subprocess. (

f"docker cp {path_to_reqs}
{self.container_name}:
{path_to_reqs_docker}",

e Humans use tools like VSCode / vim

os.rl::! : U‘;pathvtoﬁreqs)
0s. (temp_folder)
tinnoktisalenve . . .
s e T - Lots of visual information
install_configs["no_use_env"]:

gl - High granularity of commands

f'conda create -c
conda-forge -n
{env_name} python=
{install_configs
['ovthon'T} —v".

PROBLEMS & TERMINAL -+ gbash +~+v M @ - ~ >

sweep—01-gpt-4-1106—preview-no—cursors.jsonl
sweep-01-gpt-4-1106-preview-split-1.jsonl
sweep-01-gpt-4-1106—preview-split-2.jsonl
sweep-01-gpt-4-1106—preview-split-3.jsonl
sweep—01-gpt-4-1106—preview-split-4.jsonl
sweep-01-gpt-4-1106—preview. jsonl
trajectories

® (swe-agent) carloseji itbop:~/p gent$ ls tra
jectories/
awettig carlosejimenez johnbyang op6023
(swe-agent) carloseji bitbop:~/p- gent$ []

{ SOSSHbitbopiioN ° master* 313101 ®0AS5 Wo UTF-8 LF {§ Python 3.10.1264-bit & [




We want LLM-Computer interaction

— Question
Find all text files in the testbed directory and
. subdirectories and concatenate them into a single file

— Agent
]

Agent
[ ]
Bash Env
testbed dirl dir2 dir3 hello.txt |

Agent
|_f'ind /testbed -type f -name ‘x.txt’...

Bash Env

/testbed/dir3/textfile6.txt /testbed... |
Agent
| submit |

(Yang et. al 2023)

Bash Env
-

Better approach:

Connect LLM to terminal environment
LM output - bash
bash output - LM

Basically a chat, but instead of
Human < ChatBot

we have
ChatBot & Computer

21



Observation

Bug: with MLPClassifier,
when warm_start is True, fit doesn’t respect max_iters

22



Observation

Bug: with MLPClassifier,
when warm_start is True, fit doesn’t respect max_iters

Action

@ k)pen train.py )

23



Observation

Bug: with MLPClassifier,

when warm_start is True, fit doesn’t respect max_iters

Action

@ k)pen train.py

)

Observation

ﬁmpor't numpy as np
from scipy.special improt expit

def inplace_identity(X):
“P»Simply leave the input array
unchanged. Paramters

O J

24



Observation

Bug: with MLPClassifier, o
when warm_start is True, fit doesn’t respect max_iters

Action

@ k)pen train.py )

ﬁmport numpy as np
from scipy.special improt expit

Observation

def inplace_identity(X):
“P»Simply leave the input array
unchanged. Paramters

\_ J

Action
@ edit_line 8
delta[Z == 0] = 0

conversation = trajectory




Usually LM provides both a verbalized Thought and the Action

Thought + Action

Our script confirms the issue: Max & Min are not being converted to R. Let’s search for rcode.
search_dir "rcode"

Observation

Found 13 matches for "rcode":
sympy/printing/lambdarepr.py (1 matches)

sympy/printing/rcode.py (12 matches)

Thought + Action

The responsible file is likely to be rcode.py. We should open and inspect this file.
open sympy/printing/rcode.py

Observation

[Open file: sympy/printing/rcode.py (412 lines)]
1:"""The RCodePrinter convert SymPy expressions to strings of R code"""
2:from sympy.core.numbers import equal_valued

Thought + Action

We need to add entries Max/Min to known_functions, mapping them to R min/max.

edit 22:22
"AbS": uabsu ,
"Max": "max",
IIMinII: uminu ;

\end_of_edit

This was introduced by Yao et al., 2022 "ReAct: Synergizing Reasoning and Acting in Language Models" 25



So what i1is an LLM agent?

Traditional RL view Language / LM / LLM agents

AGENT ENVIRONMENT Language Agent
-State s €S

- Take action a € A

N

J

Observations

Actions

/ as text

-Getreward T
-Newstate s’ € S

lilianweng.github.io/posts/2018-02-19-rl-overview/

Environment

Sumers et al., 2024. Cognitive Architectures for Language Agents

27



What i1is NOT an LLM agent?

- " . O Project
@lssue: Clssue: Codebase @lssue: @lssue:
Lambdify misinterprets Lambdify mlslnmprus Lambdify misinterprets Lambdify misinterprets
'some matrix expressions some matrix expressi —— * some matrix expressions some matrix expressions
Using lambdifyonan ... Using lambdify on an ... o Using lambdify onan ... Using lambdify onan ...
() Prolect Repo structure . el | g
Codebase S Localize to def _eq_~ Classes & Edit
N nit_.py Top-N Files static.py | pynctions  [function:editmatrix| |ocations
—> csrf.py — e Clas: and"-:" sl e class Handler:
o static .7y a Lo N areware o def load_middleware e
generic A % )
del‘.:a:i'l' Py @ QQDEPIC/UEtaﬂ.. Y. @ class ExtHandler: E
e_&;:l:;_-l)y class Truncator
5 def _text_ch: 5
list.py def “truncate. html class:Handler
csrf.py ExtHandler
. l
Generate ) RY
@lssue: Reprod. PR TTT @lssue: @lssue: Localization
Lambdify misinterprets TeStS assert ... Lambdify misinterprets Lambdify misinterprets
some matrix expressions some matrix oxpmsions some matrix expressions
Using lambdify onan ... 0 . test.py Using lambdify on an ... Using lambdifyonan ... epq r
+< if deb d not :
g 0 1 Patch.:; .29 [ TT1] l Ic:etnehrqte - m:t:gdigs_ggynga!e Patch
fYPatch.12 26 yuum 19Patch.12 26 guum de:sgglﬁ()'f' 1 Patch.12 20 mnmm I < atches lines: 120-230 Validation
i i test. NPateh.1z 20 wuuw lass Handler:
b - @ :“tterrs](ank Py I 0 @ = ajzf igadf;iddleware E LLM
atches
Su rtr_:ltted \ class: Handler =a Embedding
Patc ‘ |

Xia et al., 2024, Agentless: Demystifying LLM-based Software Engineering Agents
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What i1is NOT an LLM agent?

o Project
Clssue: Clssue: Codebase @lssue:
Lambdify misinterprets Lambdify misinterprets Lambdify misinterprets
‘some matrix expressions some expressions —1 ‘some matrix e; sions
Using lambdify on an ... Using lambdify on an ... e Using lambdifyonan...
=0

(compound) AI system: Complex pipeline
with many LLM calls and tailored prompts

Localize to
Classes &
Functions

om

@lssue:

Lambdify misinterprets
some matrix expressions
Using lambdify onan ...

—_—

def edit_matrix(): LOCQ“Ze to
if deb d .
e ancane Edit

function:edit_matrix| L ocations

class Handler:
def load_middleware
class ExtHandler:

class:Handler

=

More powerful than single-turn inference! Extandler y
) L_F_]
l 4 - L t.
BUT not agen‘rlc! S.!f:::, ) ocalization
ore Ty ;epmr
TIPatch 12 2o mmnn | Generate | wehet tvne | | Patch
fYPatch.12 26 yuum 19Patch.12 26 yuum o stO: FPatohs o L<Patches ...lines. S vealidation
<_ (LT T] .
' @ I F"ter&chk tESt-py nPatCh‘lz “0mmun o ) — : Elaz:fﬂiggbe;;z’dleware @ LLM
Submitted Patches i @ = -
Patch ‘ SLass: Handien t.f Embedding

Xia et al., 2024, Agentless: Demystifying LLM-based Software Engineering Agents



So what i1is an

Traditional RL view

AGENT ENVIRONMENT
-State s €S

- Take action a € A is fixed

-Getreward T g
-Newstate s’ € S

lilianweng.github.io/posts/2018-02-19-rl-overview/

maximize reward of agent policy

LLM agent?

Language / LM / LLM agents

Language Agent

g
what\tools?

Observations Actions

as text (/ as text

format? hints?

Environment

Sumers et al., 2024. Cognitive Architectures for Language Agents

can also tune environment
30



SWE-agent

= Terminal +
LM-friendly tools

The choice of tools
and control flow is
also called scaffold
or agent framework

SWE-bench scores

@SWE-agent

-
Agent-Computer Interface & Compute

- B

LM-friendly commands S 63 Terminal
( </ Navigate repo Q Search files

(B LM Agent)

= View files B Edit lines E= Filesystem
@l sklearn/

.

t i LM-friendly il BB examples/
T O README.rst

environment feedback |

~

r

\_
\_ J
& Shell-only Editing & Editing w/ Linting
Failure Modes: (1) No std. out causes uncertainty “L M-centric” edit = (1) Show file before & after
(2) cat floods context window (3) LMs must track edit (2) Block edits with syntax or compile errors
many states (e.g. line #s, pre/post-edit)
e . 2 N - Let's edit the _atom_conversions ...
~ Il use cat to display "sympy/ (Same as first Editing action)
parsing/mathematica.py... =
\$ cat parsing/mathematica.py J :::rssii’z:s:frigg)'?as introduced
: > - E999 Ind ionE
[F:Ie Content (~1079 Lines) J 292, dndentationtzrox
- How your edit would have looked...
- To fix the issue, we need to modify [File Viewer w/ Edit Applied]
< 5 S The original code before your edit
the ‘MathematicaParser™ class... feitslViswer lorhoristoall Coda]
$ sed -i "/# trig/i \'A':'Symbol(\"A\")'..." :
) :
g 8 )4 ( ) Your changes have NOT been applied
Fix your edit command & try again.
((No Output) ] J
(It seems there’s a misunderstanding... | ~ The edit introduces an extra *{.. | will
I'll write a Python script to add the rules... update my edit command to fix this..
\$ echo (30 more lines omitted) ) $ edit 1055:1060 [Code Snippet] end_of _edit
1 O /0 1 8 /O 31



What has changed in the last year?

SWE-agent v0.1 (GPT-4)
Score: 18% (April 2024)

System Prompt
« Describe the setting
« Provide instructions
* Show command documentation

Demonstration

Show a full successful example
trajectory

[ Issue statement

Thought / Action

Collapsed Response

[ Malformed Thought / Action

Thought / Action
Collapsed Response

Thought / Action

Empty Response

Thought / Action

Environment Response
Submit
Patch File

diff --git a/src/sqlfluff/rules/L060.py
b/src/sqlfluff/rules/L060.py

--- a/src/sqlfluff/rules/L060.py
+++ b/src/sqlfluff/rules/L060.py

SWE-agent v1.0 (Claude 3.7 Sonnet)
Score: 33% (February 2025)
System Prompt
e Explain mission, strategy & give tips
e Can be very short with Claude 3.5+
e LLMs has standardized interface for tools

Demonstrations (providing examples trajectories)
e Not needed with Claude 3.5+
e Can lock agent into specific patterns
(bad if you have high task variance)
e LM does ReAct out of the box

History processing
e Previously: kept only last 5 observations
e New models can deal better with long context
e Multi-agents as fancy way of managing context
(but worth the added complexity & cost?)

32



Quick Recap

The LLM Agent interacts with an environment

text inputs (env. feedback, tool results) <> text outputs (actions, tool calls)

Agent framework/scaffold handles control flow
(e.qg. retries, self-verification, context window, budget constraints)

= B
Al systems = agents and other compound
systems consisting of many LLM calls

Increasingly many new Al results are from compound systems.

bair.berkeley.edu/blog/2024/02/18/compound-ai-systems



Towards Autonomous Language Model Systems

Language models (LMs) are increasingly used
to assist users in day to day tasks such as
programming (Github Copilot) or search (Google's Al

’ Overviews). But can we build language model systems
that are able to autonomously complete entire tasks
” end-to-end? In this talk I'll discuss our efforts to build
F A : ™ autonomous LM systems, focusing on the software
» ; i engineering domain. I'll present SWE-bench, our novel
E} { g- \ 3 method for measuring Al systems on their abilities to
" ' i fix real issues in popular software libraries. I'll then
discuss SWE-agent, our system for solving SWE-

bench tasks. SWE-bench and SWE-agent are used by
many leading Al orgs in academia and industry including OpenAl, Anthropic, Meta, and Google, and SWE-bench
has been downloaded over 2 million times. These projects show that academics on tight budgets are able to
have substantial impact in steering the research community towards building autonomous systems that can
complete challenging tasks.
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LLM agents: other applications and
developments
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Other benchmarks: WebArena

(oo' . v\

Web applications from popular domains

NP D

Tool Sites Knowledge resources
\ WebArena Environment

webarena.dev

Zhou et al., 2023, WebArena: A Realistic Web Environment for Building Autonomous Agents

Action " Toll me h L1 ;
ell me how much I spent on
TN food purchase in March 2023 ,,
<
u Create a ‘NolanFans’ repo,
~._ 7 AlAgent listing Nolan's Oscar-winning
Feedback films in a README file E
Functional =~ Functional
Success Failure
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Other benchmarks: WebArena

“ Create an efficient itinerary to visit all of Pittsburgh's art museums with minimal driving distance

starting from Schenley Park. Log the order in my “awesome-northeast-us-travel” repository

e o webarena.wikipedia.com e o webarena.openstreetmap.com o @

webarena.gitlab.com

2 Wikipedia 'z + Pittsburgh museums

List of museums in Pittsburgh

This list of museums in Pittsburgh, Pennsylvania encompasses
museums defined for this context as institutions (including nonprofit
organizations, government entities, and private businesses) that collect
and care for objects of cultural, artistic, scientific, or historical interest
and make their collections or related exhibits available for public viewing.
Also included are university and non-profit art galleries. Museums that
exist only in cyberspace (i.e., virtual museums) are not included.

Q.b Wikimedia Commons has media related to Museums in Pittsburgh &.

See also: List of museums in Pennsylvania

9 Schenley Park, Pittsburgh, Allegheny County

9 The Andy Warhol Museum, 117, Sandusky Str \

Distance: 7.1km. Time: 0:10.

» OpenStreetMap

i Dale £ !
X s %,

etery

ar ( v \ - < s
— = \ - Travel in Northeast US
Reverse Directions -
\ Pittsburgh
Directions “ ¥ ek

1 1. Start on Panther Hollow Road + Miller Gallery at Carnegie Mellon University

+ American Jewish Museum
+ Carnegie Museum of Art

# 2. Slight right onto unnamed road

v Museums
ﬁ *Search for museums ﬁ Search for each art
in Pittsburgh museum on the Map
webarena.dev

ﬁ *Record the optimized
results to the repo

Zhou et al., 2023. WebArena: A Realistic Web Environment for Building Autonomous Agents
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Product: OpenAl Operator Similar: Claude Computer Use

v @ D theomesinewtad

v e (a iR

00:00 Navigating to Axios website now ® operatorchatgpt.com

every.to/chain-of-thought/we-tried-openai-s-new-agent-here-s-what-we-found 38



Other benchmarks: T-bench

(a) t-bench setup (b) Example trajectory in t-airline

. ) & Change flight
. get user_details book reservation ...

) ) . get_reservation_details[JK9019]
Tools cancel_reservation update reservation_flights
{‘cabin’: ‘basic_economy’,
I ® ‘created_at’: 20240514-1800°...) (Read database)
Domain policy as system prompt
@9 Current time is 2024-5-15 15:00:00 EST. JK9019 is basic economy and cannot
BoT] - Basic economy cannot be modified. be changed. But since it is within
- Basic economy cannot be cancelled after 24 hours 24h, I can cancel it and book a new
Agent of booking... (more rules omitted) one. Do you want me to do it?
I User instruction as systemt prompt & Oh... In that case just cancel it
You are mia li_ 2017, and want to change the your . &
most recent reservation to fly to SF instead of LA on cancel_reservation[JK9019] BoT
‘ the same day. If change is not possible, you want the
User agent to cancel and rebook ... You are concise. ‘ {..., ’status’: ‘cancelled’} (Write database)

Yao et al., T-bench, 2024: A Benchmark for Tool-Agent-User Interaction in Real-World Domains



LLM agent training: SWE-gym -

20

e Collect more SWE-bench
issues for fine-tuning LLMs
e Use data to fine-tune models

18

16

14

12

SWE-Bench Verified Resolved (%)

bOth aS agent and aS Verifier o Number cz)?(')l'raining TrajeBC(é(c))ries ° >
e Best system with 32B LLM R e erence Time Scaling
achieves 32% on SWE-bench gr ot e
Verified —
Engzo ’1( 2 : : +

Number of Agent Rollouts

Pan et al., 2024. Training Software Engineering Agents and Verifiers with SWE-Gym 40



LLM agent training: ReSearch

LLM Policy lal

€r —

Question

Input Question

D

Who was president of the
United States in the year
that Citibank was founded?

@ Generate till search or eos

@ Retrieve search result

@ Concat then continue

V)

Search [Ii

B
-]

LLM Policy

4

®

p—

<result> Citibank was founded
in 1812 as the ... ... </result>

®

V)

<think> To answer this
question, | need ... ... | will start
by searching for the founding
year of Citibank. </think>
<search> when was Citibank
founded </search>

KL
Y Reference
Y Model
—_—
..... Reward
e Calculation
Rollout

Ca

Search
A

—

—_—

7‘ 1 Al
) Ay
Group .
...... Computation
rg AG
Reward Advantage

<think> To answer this question ... </think>
<search> When was Citibank ... </search>
<result> Citibank was founded ... </result>
<think> Now, | need to find out ... </think>
<search> Who was the ... </search>
<result> President ... </result>
<answer> The president of the United States in
the year that Citibank was founded was

\[ \boxed{James Madison}\] </answer>

C

Output Rollout

Chen et al., 2025. ReSearch: Learning to Reason with Search for LLMs via Reinforcement Learning
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Research Demo: Claude Plays Pokemon

STEP COUNT Claude Plays Pokémon
165032

Claude

CApLULT SHE ter L waue W1 SHe Twavoue
</thinking>
Using tool: edit_single_memory_file - Memory file: viridian_forest

<thinking>

Now I'll continue exploring northward through Viridian
Forest. I'll navigate to coordinates (11, 32) to explore
the western path:

</thinking>

Using tool: navigator - Target: (11, 32)

&

3

EEEE
s
EEie

%

<thinking>

I've moved to coordinates (11, 32) in Viridian Forest.
Looking at the navigable spaces, I can continue exploring
northward through coordinates (7-8, 30-31). I notice
there's a small brown/orange object at coordinates (7, 33)
that looks like it might be an item on the ground. Let me
first check if I can interact with it, as NPCs mentioned
there can be items found on the ground in the forest.
</thinking>

Using tool: navigator - Target: (7, 33)

Current Team

DIGLETT Lv.24 Sprou Lv.36 Sand Lv.39 Puff Lv.24 LUNa Lv.8 STAR
DIGLETT GROEND) VENUSAUR [§BASS) poxsoN  PIDGEOT (HORNAR) FEVERG) WIGGLYTUFF CLEFAIRY BORNAR CLEFABLE

HP: 46/46 oK HP: 1177117 oK HP: 1307130 oK HP: 1117111 oK HP: 29/29 OK HP: 40/40

ClaudePlaysPokemon m 42

Claude Plays Pokemon - Back to Mt. Moon? (Ireset !badges !sprou) Q232 312000 A @

Pokémon Red/Blue  English Al TwitchPlays



System prompt is mostly just tips + tricks about tools
+ a few short reminders about things Claude is bad at
(i.e. don't trust your vision, use your knowleo(ge base more often than you think)

Claude Plays Pokemon,
a Visual Guide

use_emulator

! What: Executes a series of
i button presses + optional
i pauses for time to pass

How: Claude writes an array
! that looks like

['a, b, 'start) 'select’]

Tool Result

navigator

What: Finds the path to
selected coordinates on
screen, and executes
button presses to get
there. Calls use_emulator
for execution.

How: Claude specifies
coordinates in its current
view, i.e.

(O
The Core Loop

Compose Prompt
+

Call Model

Summarization /
Managing Long Context
Rollouts are way too |ong for the 200k

context window, so we need some way to
manage context. I've found progressive

(6, 21) summarization to work well

Screenshot

§ J__
'
il
2 - .

Conversation |

Tool Result : it ' Once conversation history > max_turns
: istory : e . st
: ' we trigger a summarization event
If Failed to Find : / Save State 99
' Tool Use /
Retura helpful ervor i ' This has Claude write a summary of
Screenshot + Overlay message ! Lol Fiaaile g N ISshas L Wrse & 3 Y

their recent progress / what l\appeneol
in the last max_turns.

“Tool Result

If Success

Success Message + e

/

This overlay comes from reading
the tiles on the screen and
checking if they are walkable

Result from use_emulator

! message, and Claude resumes its journey
State from RAM -

Finally, another LLM is called to inspect the
first LLM's knowledge base and to provide
feedback - this helps ensure the agent
does wmore frequent maintenance of its
knowledge ane

About the Knowleo!ge Base

The knowledge base gives Claude access
to long term wmemory. Its basically just a
Python dictionary, and it is rendered like
this

update_knowledge_base

What: Add to, edit, or delete
content in knowledge base

<section id="pokmeon">

\

:

H

H

H

1

.

,

:

How: Claude specifies an .
I like pikachu because its cute and I like E
:
1
1
,
,
,
1
:
1
!

operation + content

This info is all Parsed olirect[y from
the RAM of the game, Claude Code
is very good at this task

how it electrecutes people
</section>

\
'
H
'
:
'
Tool Result !
' <section id="brock">
\
'
'
:
1
H
H
|

+ Helpful reminders

Brock stinks and I kicked his ass back
on step 3932
</section>

eeeeTiemeemeemcemmeemmsmmemmneemmes - 43
https://www.twitch.tv/claudeplayspokemon
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Frameworks for building LM agents / Al systems

DsPy

Model Context Protocol (MCP)
LangChain

Llamalndex

SWE-agent

OpenHands
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DsPy (dspy.ai)

1 class Outline(dspy.Signature): Tj
2 """outline a thorough overview of a topic."""

3

4 topic: str = dspy.InputField()

5 title: str = dspy.OutputField()

6 sections: list[str] = dspy.OutputField()

7 section_subheadings: dict[str, list[str]] = dspy.OutputField(desc="mapping from section headings to subheadings")
8

9 class DraftSection(dspy.Signature):

10 """Draft a top-level section of an article."""

11

12 topic: str = dspy.InputField()

13 section_heading: str = dspy.InputField()

14 section_subheadings: list[str] = dspy.InputField()

15 content: str = dspy.OutputField(desc="markdown-formatted section")

16

17 class DraftArticle(dspy.Module):

18 def __init_ (self):

19 self.build_outline = dspy.ChainOfThought(Outline)
20 self.draft_section = dspy.ChainOfThought(DraftSection)
21
22 def forward(self, topic):
23 outline = self.build_outline(topic=topic)
24 sections = []
25 for heading, subheadings in outline.section_subheadings.items():
26 section, subheadings = f"## {heading}", [f"### {subheading}" for subheading in subheadings]
27 section = self.draft_section(topic=outline.title, section_heading=section, section_subheadings=subheadings)
28 sections.append(section.content)
29 return dspy.Prediction(title=outline.title, sections=sections)
30
31 draft_article = DraftArticle()
32 article = draft_article(topic="World Cup 2002") 45



