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Announcements
• A4 deadline extended by 48 hours 

• This lecture: question answering 

• The next two lectures are guest lectures:
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Prof. He He (NYU)
Natural language generation

Prof. Karthik Narasimhan
Language grounding

• No lecture on April 26th (next Wednesday) - we will schedule meetings for project discussion!



This lecture
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1. What is question answering? 

2. Reading comprehension 
    ✓ How to answer questions over a single passage of text 

3. Open-domain question answering 
    ✓ How to answer questions over a large collection of documents



1. What is question answering?
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Answer (A)Question (Q)

The goal of question answering is to build systems that automatically 
answer questions posed by humans in a natural language

Q. Are you happy with the answer 
from users’ perspective?



1. What is question answering?
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Answer (A)Question (Q)

The goal of question answering is to build systems that automatically 
answer questions posed by humans in a natural language

The earliest QA systems 
dated back to 1960s! 
(Simmons et al., 1964)



Question answering: a taxonomy
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Answer (A)Question (Q)

• What information source does a system build on? 

• A text passage, all Web documents, knowledge bases, tables, images.. 

• Question type 

• Factoid vs non-factoid, open-domain vs closed-domain, simple vs compositional, .. 

• Answer type 

• A short segment of text, a paragraph, a list, yes/no, …



Lots of practical applications
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Lots of practical applications
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Lots of practical applications
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IBM Watson beated Jeopardy champions
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IBM Watson beated Jeopardy champions
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Image credit: J & M, edition 3

(1) Question processing, (2) Candidate answer generation, (3) Candidate answer scoring, and 
(4) Confidence merging and ranking.



Question answering in deep learning era
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Almost all the state-of-the-art question answering systems are built on top of end-
to-end training and pre-trained language models (e.g., BERT)!

Image credit: (Lee et al., 2019)



Beyond textual QA problems

Today, we will mostly focus on how to answer questions based on unstructured text.
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Question answering over tables

(Pasupat and Liang, 2015):  
WikiTableQuestions
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Visual QA

(Antol et al., 2015): Visual Question Answering

Today, we will mostly focus on how to answer questions based on unstructured text.

Beyond textual QA problems



Reading comprehension = comprehend a passage of text and answer questions 
about its content  (P, Q)  A ⟶
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Tesla was the fourth of five children. He had an older brother 
named Dane and three sisters, Milka, Angelina and Marica. 
Dane was killed in a horse-riding accident when Nikola was 
five. In 1861, Tesla attended the "Lower" or "Primary" School 
in Smiljan where he studied German, arithmetic, and 
religion. In 1862, the Tesla family moved to Gospić, Austrian 
Empire, where Tesla's father worked as a pastor. Nikola 
completed "Lower" or "Primary" School, followed by the 
"Lower Real Gymnasium" or "Normal School."

Q: What language did Tesla study while in school?

A: German

2. Reading comprehension



2. Reading comprehension
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Kannada language is the official language of Karnataka and 
spoken as a native language by about 66.54% of the people 
as of 2011. Other linguistic minorities in the state were Urdu 
(10.83%), Telugu language (5.84%), Tamil language 
(3.45%), Marathi language (3.38%), Hindi (3.3%), Tulu 
language (2.61%), Konkani language (1.29%), Malayalam 
(1.27%) and Kodava Takk (0.18%). In 2007 the state had a 
birth rate of 2.2%, a death rate of 0.7%, an infant mortality 
rate of 5.5% and a maternal mortality rate of 0.2%. The total 
fertility rate was 2.2.

Q: Which linguistic minority is larger, Hindi or Malayalam?

Reading comprehension: building systems to comprehend a passage of text and 
answer questions about its content  (P, Q)  A ⟶

A: Hindi



Why do we care about this problem?
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• Useful for many practical applications

• Viewed as an important testbed for evaluating how well computer systems understand 
human language

Wendy Lehnert 1977. “The 
Process of Question Answering”



Why do we care about this problem?
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• Useful for many practical applications

• Viewed as an important testbed for evaluating how well computer systems understand 
human language

• Many other NLP tasks can be reduced to a reading comprehension problem:

Information extraction  
(Barack Obama, educated_at, ?)

Passage: Obama was born in Honolulu, Hawaii. 
After graduating from Columbia University in 1983, 
he worked as a community organizer in Chicago.

Question: Where did Barack Obama graduate from?

(Levy et al., 2017)

Semantic role labeling

(He et al., 2015)



Stanford question answering dataset (SQuAD)

• 100k annotated (passage, question, answer) triples

19

Large-scale supervised datasets are also a key ingredient for 
training effective neural models for reading comprehension!

This is a limitation— not all the questions can be 
answered in this way!

• Passages are selected from English Wikipedia, usually 100~150 words.

• Questions are crowd-sourced.

• Each answer is a short segment of text (or span) in the passage.

• SQuAD still remains the most popular reading 
comprehension dataset; it is “almost solved” today and the 
state-of-the-art exceeds the estimated human performance.

(Rajpurkar et al., 2016): SQuAD: 100,000+ Questions for Machine Comprehension 



Stanford question answering dataset (SQuAD)

• Evaluation: exact match (0 or 1) and F1 (partial credit). 

• For development and testing sets, 3 gold answers are collected 

• We compare the predicted answer to each gold answer and take max scores. Finally, we 
take the average of all the examples for both exact match and F1. 

• Estimated human performance: EM = 82.3, F1 = 91.2
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Q: What did Tesla do in December 1878?

A: {left Graz, left Graz, left Graz and severed all relations with his family}

Prediction: {left Graz and severed}

Exact match: max{0, 0, 0}  = 0

F1: max{0.67, 0.67, 0.61}  = 0.67



Evaluation metrics for QA

• If the answer is a short segment of text (e.g., SQuAD),

21

• Multiple-choice QA tasks:

https://www.tau-nlp.sites.tau.ac.il/commonsenseqa• Many QA tasks are still hard to evaluate automatically

“Why is the sky blue?”

“How to make ramen eggs?”



Neural models for reading comprehension

• 2016: Stanford researchers built a logistic regression model (e.g., word 
matching, POS tags, parse trees)                                                                                                           
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N~100, M ~15
answer is a span in the passage

• Problem formulation 

• Input:  , ,  

• Output:  start   end  

C = (c1, c2, …, cN) Q = (q1, q2, …, qM) ci, qi ∈ V
1 ≤ ≤ ≤ N

 F1 = 51.0%

Attentive Reader (Hermann et al., 2015), Stanford Attentive Reader (Chen et al., 2016), Match-
LSTM (Wang et al., 2017), BiDFA (Seo et al., 2017), Dynamic coattention network (Xiong et 
al., 2017), DrQA (Chen et al., 2017),  R-Net (Wang et al., 2017), ReasoNet (Shen et al., 2017)..

• 2016-2018: A family of LSTM-based models with attention

 F1: 60-80%

• 2019-current: Fine-tuning BERT-like models for reading comprehension F1: 90%-95%



Seq2seq model with attention
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• Instead of source and target sentences, 
we also have two sequences: passage 
and question

• We need to model which words in the 
passage are most relevant to the 
question (and which question words)

Attention is the key ingredient here!

• We don’t need an autoregressive decoder to 
generate the target sentence word-by-word. 
Instead, we just need to train two classifiers to 
predict the start and end positions of the answer!



LSTM-based models with attention

24(Seo et al., 2017): Bidirectional Attention Flow for Machine Comprehension 



BERT for reading comprehension
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Image credit: https://mccormickml.com/



BERT for reading comprehension
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F1

Human performance 91.2*

BiDAF 77.3

BERT-base 88.5

BERT-large 90.9

XLNet 94.5

RoBERTa 94.6

ALBERT 94.8



Is reading comprehension solved?
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Is reading comprehension solved?

28(Jia and Liang, 2017): Adversarial Examples for Evaluating Reading Comprehension Systems



Is reading comprehension solved?

29(Ribeiro et al., 2020): Beyond Accuracy: Behavioral Testing of NLP Models with CheckList

Slide credit: Marco Tulio Ribeiro



Is reading comprehension solved?

30(Ribeiro et al., 2020): Beyond Accuracy: Behavioral Testing of NLP Models with CheckList

Slide credit: Marco Tulio Ribeiro



Is reading comprehension solved?

31(Ribeiro et al., 2020): Beyond Accuracy: Behavioral Testing of NLP Models with CheckList

Try out models yourself!

https://huggingface.co/deepset/roberta-base-squad2



More and more reading comprehension tasks
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 In 1517, the seventeen-year-old King sailed to 
Castile, where he was formally recognised as King of 
Castile. There, his Flemish court provoked much 
scandal, … In May 1518, Charles traveled to 
Barcelona in Aragon, where he would remain for 
nearly two years. 

Q: Where did Charles travel to first, Castile 
or Barcelona?

DROP (Dua et al., 2019)

Questions that require discrete reasoning Questions that require long answers

ELI5 (Fan et al., 2019)



How does GPT-3 perform on reading comprehension tasks?
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The few-shot performance of GPT-3 falls far behind:

• Context length is long - you can only pack a few examples in the window

• No fine-tuning

(Brown et al., 2020): Language Models are Few-Shot Learners



3. Open-domain question answering
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• Different from reading comprehension, we don’t assume a given passage.

Answer (A)Question (Q)

• Instead, we only have access to a large collection of documents (e.g., Wikipedia). We 
don’t know where the answer is located, and the goal is to return the answer for any 
open-domain questions. 

• A much more challenging but practical problem!

In contrast to closed-domain systems that deal with questions 
under a specific domain (medicine, technical support)..



Retriever-reader framework
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Document 
Reader

Document  
Retriever

833,500

https://github.com/facebookresearch/DrQA

Chen et al., 2017. Reading Wikipedia to Answer Open-domain Questions



Retriever-reader framework

36Chen et al., 2017. Reading Wikipedia to Answer Open-domain Questions

• Input: a large collection of documents  and Q 

• Output: an answer string A
𝒟 = D1, D2, …, DN

A reading comprehension problem!
K is pre-defined (e.g., 100)• Retriever:   

• Reader:    
f(𝒟, Q) ⟶ P1, …, PK

g(Q, {P1, …, PK}) ⟶ A

• In DrQA, the retriever is implemented as TF-IDF matching

• Classical information retrieval pipeline with word matching



Joint training of retriever and reader
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Lee et al., 2019. Latent Retrieval for Weakly Supervised Open Domain Question Answering



Dense passage retrieval

38Karpukhin et al., 2020. Dense Passage Retrieval for Open-Domain Question Answering

Training a retriever using 1000 question-answer pairs beat BM25 (on Natural Questions)!

(Johnson et al., 2017)



39Karpukhin et al., 2020. Dense Passage Retrieval for Open-Domain Question Answering

http://qa.cs.washington.edu:2020/

Dense passage retrieval



DensePhrases

40Lee et al., 2021. Learning Dense Representations of Phrases at Scale

https://github.com/princeton-nlp/DensePhrases

You can retrieve answers from 60-billion phrases directly!



What about GPT-3?
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Open-book QA Closed-booK QA

GPT-3 needs to memorize all information in its 
internal parameters without explicit retrieval!



Open-book QA vs closed-book QA
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• We can store the entire Wikipedia corpus in 30Gb (GPT-3 needs at least 700Gb!)

Wikipedia 
2018.12.20 

snapshot

• More importantly, we can control what text we put in this database and update it easily



Open-book QA vs closed-book QA
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What is Kathy Saltzman’s occupation?
GPT-3 davinci-003: 20%-30% accuracy

Mallen et al., 2022: When Not to Trust Language Models: Investigating Effectiveness and Limitations of Parametric and Non-Parametric Memories


