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LLM Reasoning

Figure Credit: https://x.com/_jasonwei/2
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LLM Reasoning

GPT-4 (July 2024) 😄
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LLM Reasoning

Also GPT-4 (July 2024) 😯

GPT-o1 (March 2025) 🤔
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LLM Reasoning

GPT-4 (July 2024) 😯

GPT-o1 (March 2025) 🤔

DeepSeek-R1 
(March 2025) 🤔

… … ~900 tokens
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LLM Reasoning

Figure Credit: https://x.com/_jasonwei/

Mainly because of 
reasoning trainingMainly because of scaling up
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Topics

OpenAI-O1 Blog; DeepSeek-R1 Report

What’s different about large reasoning models?

• Branching and back-tracking capabilities

🔎
• Test-Time Scaling

📄

How to build large reasoning models?🛠
DeepSeek-R1 Report; scaling-test-time compute optimally; LLM monkey;📄

Hot takes from open-source community & research opportunities 🔥
four habits; BOLT; s1; limo; emergent reflection;📄

👇

Disclaimer: we will discuss many recent papers 
that haven’t been yet peer-reviewed⚠
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LRMs vs LLMs

DeepSeek-R1
DeepSeek-V3
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… …

Branching and Backtracking
DeepSeek-R1
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Branching and Backtracking

"Aha Moment” (emergence of reflection behavior) 
in DeepSeek-R1 tech report

On Hendrycks-MATH. DeepSeek-R1 spends~7000 tokens with ~33 reflections per problem on average

DeepSeek-V3 spends ~2000 tokens
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Test-Time Scaling
OpenAI-O1 Blog

Spend more tokens “thinking”Scale up data or model
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Speculations Around O1🍓 

💭

Talk by Sasha Rush: Speculations on Test-Time Scaling (o1)
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Speculations Around O1🍓 
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Scaling LLM Test-Time Compute Optimally (Snell et al., 2024)



Speculations Around O1🍓 

🙅 Not Needed

😲 extremely simple idea

Just RL!

Rich Sutton & Andrew Barto 
Turing Award Winners 2025 
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DeepSeek-R1(-Zero)
🔑 RL from a base model with verifiable rewards

Rewards

❌

✅

✅
DeepSeek-V3 (Base)

Query
sample [Long CoTs] [Answer]

[Long CoTs] [Answer]

[Long CoTs] [Answer]

…….

Responses

RL
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✅
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Verifiable Rewards
🔑 RL from a base model with verifiable rewards

TLDR: answer correctness on MATH; 
functionality correctness on CODE; Format following
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GRPO: Group Relative Policy Optimization
🔑 RL from a base model with verifiable rewards

Advantages over PPO: no needs for another critic model; value 
approximation method based on Monte Carlo advantage

Advantages over DPO: contrasting multiple samples, not just a pair

clip to control variance KL penaltymaximize advantages 

19

GRPO

Sample G outputs for each query q



DeepSeek-R1(-Zero): Training Dynamics
Eval Accuracy Goes Up

Response Length Goes Up 

“Aha Moment”: sudden emergence of  self-reflection 
(will cover more later)
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Issues with R1-Zero

Poor Readability⚠ Langauge Mixing⚠

Outputs obtained by running RL on a chess task 
with Qwen2.5B; experiments by Adithya Bhaskar

R1-Zero invents its own “language” for reasoning (in some sense)
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Side Note: Reasoning models may hallucinate more 
(Investigating truthfulness in a pre-release o3 model; blog post by Transluce)



DeepSeek-R1 (Cold-started from R1-Zero)

Step 0 - Get DeepSeek-R1-Zero; Get M0RL

Step 1 - Cold start DeepSeek-V3 base with responses from R1-Zero; Get M1SFT

Step 2 - Large-scale reinforcement learning training on reasoning problems; Get M1SFT-RL

(DeepSeek-R1 report; Blog “R1-recipe” by Nathan Lambert) 

Step 3 - Rejection sampling on 3/4 reasoning problems and 1/4 general queries to start the 
transition to a general-purpose mode (800K SFT data); Get M2SFT

Step 4 - Reinforcement learning training mixing reasoning problems (verifiable rewards) with 
general preference tuning reward models to polish the model; Get M2SFT-RL

❓❓ Quite unclear data condition in every step

It is still an open question on how to fully replicate a more general domain reasoning model

22

https://rlhfbook.com/c/10-rejection-sampling.html


DeepSeek-R1 (Cold-started from R1-Zero)

Step 0 - Get DeepSeek-R1-Zero; Get M0RL

Step 1 - Cold start DeepSeek-V3 base with responses from R1-Zero; Get M1SFT

Step 2 - Large-scale reinforcement learning training on reasoning problems; Get M1SFT-RL

(DeepSeek-R1 report; Blog “R1-recipe” by Nathan Lambert) 

Step 3 - Rejection sampling on 3/4 reasoning problems and 1/4 general queries to start the 
transition to a general-purpose mode (800K SFT data); Get M2SFT

Step 4 - Reinforcement learning training mixing reasoning problems (verifiable rewards) with 
general preference tuning reward models to polish the model; Get M2SFT-RL

❓❓ Quite unclear data condition in every step

It is still an open question on how to fully replicate a more general domain reasoning model

23

https://rlhfbook.com/c/10-rejection-sampling.html


Topics

OpenAI-O1 Blog; DeepSeek-R1 Report

What’s different about large reasoning models?

• Branching and back-tracking capabilities

How to build large reasoning models?

Hot takes from open-source community & research opportunities 

🔎

🛠

🔥

• Test-Time Scaling

DeepSeek-R1 Report; scaling-test-time compute optimally; LLM monkey;

four habits; BOLT; s1; limo; emergent reflection;

📄

📄

📄

👇

24



Refresher: Test-Time Scaling
OpenAI-O1 Blog

Spend more tokens “thinking”
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A New Axis for Test-Time Scaling

Parallel Scaling: sampling or 
search among different rollouts
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Wait

Sequential Scaling: increasing 
compute for the same rollouts

❌



A New Axis for Test-Time Scaling

Parallel Scaling: sampling or 
search among different rollouts

Sequential Scaling: increasing 
compute for the same rollouts
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S1(Muennighoff et al. 2025); We Will Cover Later

✅



A New Axis for Test-Time Scaling

Sequential scaling might be more effective than parallel scaling for reasoning models for 
some particular problems

Caveats: this is s1 (distilled from gemini-flash); this is in-domain performance; it is not sure 
how generally applicable the conclusion is

28 S1(Muennighoff et al. 2025)



How to better control test-time scaling?
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L1: Controlling Test-Time Scale

L1: Controlling How Long A Reasoning Model Thinks With Reinforcement Learning (Aggarwal and Welleck, 2025)

A a length penalty term to the reward

✂  add “think for N tokens” to prompts
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L1: Controlling Test-Time Scale

L1: Controlling How Long A Reasoning Model Thinks With Reinforcement Learning (Aggarwal and Welleck, 2025)

Better performance under the same token
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😅 Why we did not figure out such a simple 
idea before?

🤔 Why DeepSeek runs RL from a base model 
not aligned model?

Gandhi et al. 2025: Cognitive Behaviors that Enable Self-Improving 
Reasoners, or, Four Habits of Highly Effective STaRs

📄

What’s needed for learning systematic reasoning?

Li et al. 2025: LLMs Can Easily Learn to Reason from Demonstrations 
Structure, not content, is what matters!
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What’s Needed for Effective RL

Llama-3.2-3B's performance plateaus at a lower level than Qwen

Cognitive Behaviors (Gandhi et al. 2025) 34

The Countdown Game (generalized version of game of 24)The Countdown Game (generalized version of game of 24)

Numbers: [40, 19, 23, 7] -> Target: 29

[Example]

Solution: 
40+19=59, 59-23=36, 36-7=29



What’s Needed for Effective RL

Llama-3.2-3B's performance plateaus at a lower level than Qwen

Cognitive Behaviors (Gandhi et al. 2025) 35



What’s Needed for Effective RL

4 key cognitive behaviors
Frequency of the behaviors in 
initial policy (base models)

36 Cognitive Behaviors (Gandhi et al. 2025) 



What’s Needed for Effective RL

37 Cognitive Behaviors (Gandhi et al. 2025) 

First SFT Llama with synthetic data to enable effective RL

SFT on synthetic data 
exhibiting cognitive 
behaviors first



What’s Needed for Effective RL

38 Cognitive Behaviors (Gandhi et al. 2025) 

You can even SFT Llama with incorrect CoTs



Similar Results for SFT Training
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Li et al. 2025: LLMs Can Easily Learn to Reason from Demonstrations 
Structure, not content, is what matters!

Various Types of Wrong CoTs

More performance degradation on 
structure modifications



😅 Why we did not figure out such a simple 
idea before?

🤔 Why DeepSeek runs RL from a base model 
not aligned model?

40

Personal Take: instruct models are screwed towards 
alignment: 

• Reduced diversity (maybe less likely to sample 
interesting reflections) in responses, especially for 
math and code, a big part of post-training data 

• (hand-wavy) It is harder to teach a heavily trained 
model a completely different distribution

💭

Personal Take: We did not find the right setting 
to make it work. Most researchers try RL from 
instruct models (previous base models might not 
be strong enough) 

💭



Discussions Around“Aha” Moment
"Aha Moment” in DeepSeek-R1 tech report

Personal Take: Probably no “Aha moment”. Non-reasoning models are 
already capable of these behaviors

We can even amplify these behaviors with just in-context learning
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Eliciting Systematic Reasoning with ICL
In-Context Examples with 

Branching and Back-tracking

Results from LongProc (Xi Ye et al. 2025): 

0

17.5

35

52.5

70

Llama-70B Llama-R1 Qwen-32B Qwen-R1

4952

65
61 62

15

35

5

ICL (W/O Search) ICL (W/ Search)
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Cost-efficient Replication of LRM (Distillation) ⚗
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S1: Simple-Test-Time Scaling

LIMA: Less is More for Alignment (Zhou et al. 2023) 

LIMO: Less is More for Reasoning (Yixin Ye et al. 2025) 

34K Data: 
NuminaMATH/OlympicArena/AGIEval

📀📀
📀📀

📀

📀

📀
📀

📀

S1-1K

Select

• Quality: remove formatting issues, such as ASCII art 
diagrams, non-existent image references 

• Difficulty: measured by model performance and 
reasoning trace length 

• Diversity: classify questions into domains (e.g., 
geometry, combinatorics); sample from uniform 
distribution of domains44



S1: Simple-Test-Time Scaling

LIMA: Less is More for Alignment (Zhou et al. 2023) 

LIMO: Less is More for Reasoning (Yixin Ye et al. 2025) 
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Data selection strategy is important

Performance matches R1-Distilled on MATH and GPQA



BOLT: Bootstrap Long CoT without Distillation

(Pang et al. 2025) 

🔎 Bootstrapping with ICL examples 
(Just 10 examples)

🔎 DPO on general instruction tuning 
data: UltraFeedback; OpenOrca …
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More Research Opportunities

General-Purpose Reasoning Models

❓ We don’t know the data condition of DeepSeek-R1

❓ How to enable reasoning to achieve better responses on 
general domains (e.g., on day to day chat)

47

🤔 what prompts to use?
🤔 how to design reward for 
more open-ended prompts?

[Example] Write a SEO description for a video that … 
… has music aimed at helping people enjoy their 
evening driving to bass boosted edm music … …

🙋



More Research Opportunities

Further Improving reasoning traces of LRM (mainly for distillation)

LRMs exhibit quite inefficient reasoning, 
especially for distilled models

Token Efficiency
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More Research Opportunities

Token Efficiency

Further Improving reasoning traces of LRM (mainly for distillation)

… …

Over Reflection

… …
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Addressing Over-reflection via Early Exit

50

Reasoning model knows when 
they are right: at some point 
before model giving the final 
answer, it already has high 
confidence about the final answer.

At each step, use a classifier to guess the 
correctness of the answer (confidence)



Addressing Over-reflection via Early Exit

51

Reasoning model knows when 
they are right: at some point 
before model giving the final 
answer, it already has high 
confidence about the final answer.

At each step, use a classifier to guess the 
correctness of the answer (confidence)

Early exiting save 24% tokens 
without compromising performance❌



More Research Opportunities

🚨 Safety

52

Outputs obtained by running RL on a chess task with 
Qwen2.5B; experiments by Adithya Bhaskar

🤔 how to interpret and monitor model behavior



Unfaithful of Reasoning Chains
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Models change their predictions >50% of the time, but only 
mention the hint <20% of the time



More Research Opportunities

End-to-end RL for agentic reasoning

🤖 +
🌐

🔧

Search

Various Tools
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🤔 data efficient RL



Open-source Tools and Resources
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RL Training Codebase

VerL (Volcano Engine)

TinyZero

OpenRLHF

💻

……

Distillation Data

S1.1-1K: 1K math

OpenThoughts: 1M 
Math/Code/Stem/Puzzle

📀

More in Open-R1 collections
……
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