
COS 484: Natural Language Processing

L2:  Text classification

Spring 2026

(Some slides are adapted from Dan Jurafsky)



Lecture plan

• Naive Bayes

• Logistic Regression

Recommended reading:  
JM3 4.1-4.6

Recommended reading:  
JM3 5.1-5.8

(Including stochastic gradient descent, regularization)



Have you learned logistic regression in your previous courses before?

(A) Yes for both K = 2 and K > 2 classes

(B) Yes, only K = 2 classes (binary logistic regression)

(C) No

(D) I am not sure



Spam detection Sentiment analysis

Why text classification?



Why text classification?

Authorship attribution

James Madison

Alexander Hamilton

https://en.wikipedia.org/wiki/The_Federalist_Papers

• 1787-1788: 85 anonymous essays try 
to convince New York to ratify U.S 
Constitution: Jay, Madison, Hamilton.

• Authorship of 12 of the 
letters in dispute

• 1963: solved by Mosteller and 
Wallace using Bayesian methods



Why text classification?

Subject category classification



Text classification

Inputs: 

• A document  

• A set of classes  (m classes)


Output: 

• Predicted class  for document 

d

C

c ∈ C d

Movie was 
terrible

Amazing 
acting

Classify

Classify

Negative

Positive



Rule-based text classification
IF there exists word w in document d such that w in [good, great, extra-ordinary, …],  
            THEN output Positive        
IF email address ends in [ithelpdesk.com, makemoney.com, spinthewheel.com, …] 
             THEN output SPAM


+ Can be very accurate (if rules carefully refined by expert)


-  Rules may be hard to define (and some even unknown to us!)


-  Expensive


-  Not easily generalizable

https://github.com/cjhutto/vaderSentiment

http://ithelpdesk.com
http://makemoney.com
http://spinthewheel.com


Supervised Learning: Let’s use statistics!
Let the machine figure out the best patterns using data


Inputs:


• Set of  classes 


• Set of  ‘labeled’ documents:  , 



Output:


• Trained classifier, 

m C

n {(d1, c1), (d2, c2), . . . , (dn, cn)}
di ∈ 𝒟, ci ∈ C

F : 𝒟 → C

Key questions:

a) What is the form of F?

b) How do we learn F?




Types of supervised classifiers

Naive Bayes Logistic regression

Support vector machines neural networks



Naive Bayes



Naive Bayes classifier

Simple classification model making use of Bayes rule


• Bayes Rule: 

<latexit sha1_base64="Ae9QNHbXhHTWsYoQbpMXIdbYtfU=">AAACFHicbZDLSsNAFIYn9VbrLerSzWARGoSSSFE3QsGNyyj2Ak0ok8mkHTqZhJmJUEIfwo2v4saFIm5duPNtnLZZaOuBgZ/vP4cz5w9SRqWy7W+jtLK6tr5R3qxsbe/s7pn7B22ZZAKTFk5YIroBkoRRTlqKKka6qSAoDhjpBKPrqd95IELShN+rcUr8GA04jShGSqO+eerWMPRiGsLQglfQiwTCuWYWdGvh3MDWRJPQmvTNql23ZwWXhVOIKijK7ZtfXpjgLCZcYYak7Dl2qvwcCUUxI5OKl0mSIjxCA9LTkqOYSD+fHTWBJ5qEMEqEflzBGf09kaNYynEc6M4YqaFc9KbwP6+XqejSzylPM0U4ni+KMgZVAqcJwZAKghUba4GwoPqvEA+RzkXpHCs6BGfx5GXRPqs75/XGbaPavCviKIMjcAxqwAEXoAlugAtaAINH8AxewZvxZLwY78bHvLVkFDOH4E8Znz+XCZt8</latexit>

P (c | d) = P (c)P (d | c)
P (d)

: document, : classd c



Naive Bayes classifier

<latexit sha1_base64="kQ7sUYEq/qfxD+dPZAJHlu504Bc=">AAACHXicbVDLSgMxFM34rPVVdekmWATdlBkp6kZQunEjVLEPaMuQyaRtaJIZkjtiGeZH3Pgrblwo4sKN+Demj4VWDwTOPedebu4JYsENuO6XMze/sLi0nFvJr66tb2wWtrbrJko0ZTUaiUg3A2KY4IrVgINgzVgzIgPBGsGgMvIbd0wbHqlbGMasI0lP8S6nBKzkF8rUT9vA7iG9uqhmGT7Dk4roniT3mZ9S3OYKVzJcPbBU8hCHh36h6JbcMfBf4k1JEU1R9Qsf7TCiiWQKqCDGtDw3ho5dApwKluXbiWExoQPSYy1LFZHMdNLxdRnet0qIu5G2TwEeqz8nUiKNGcrAdkoCfTPrjcT/vFYC3dNOylWcAFN0sqibCAwRHkWFQ64ZBTG0hFDN7V8x7RNNKNhA8zYEb/bkv6R+VPKOS+XrcvH8ZhpHDu2iPXSAPHSCztElqqIaougBPaEX9Oo8Os/Om/M+aZ1zpjM76Becz285mKFh</latexit>

cMAP = argmaxc2CP (c | d)
MAP is “maximum

a posteriori” estimate 

= most likely class 

: document, : classd c

<latexit sha1_base64="4ZORx6uHLfxfwsjMvEvwR6JrwNI=">AAACE3icbVA9SwNBEN3zM8avU0ubxSAkFuFOgtoIARvLKEYDuRD29jbJkt29Y3dOEo78Bxv/io2FIrY2dv4bNzGFJj4YeLw3w8y8MBHcgOd9OQuLS8srq7m1/PrG5ta2u7N7a+JUU1ansYh1IySGCa5YHTgI1kg0IzIU7C7sX4z9u3umDY/VDQwT1pKkq3iHUwJWartH+BwHwAaQEd2VZDBqZxQHXOGLEa4VIxxIHmFaqhVpqe0WvLI3AZ4n/pQU0BS1tvsZRDFNJVNABTGm6XsJtOwi4FSwUT5IDUsI7ZMua1qqiGSmlU1+GuFDq0S4E2tbCvBE/T2REWnMUIa2UxLomVlvLP7nNVPonLUyrpIUmKI/izqpwBDjcUA44ppREENLCNXc3oppj2hCwcaYtyH4sy/Pk9vjsn9SrlxVCtXraRw5tI8OUBH56BRV0SWqoTqi6AE9oRf06jw6z86b8/7TuuBMZ/bQHzgf3+UDnFA=</latexit>

= argmaxc2CP (d | c)P (c) Dropping the denominator

<latexit sha1_base64="sn5jSokgZa8/CTmlp/ZmDJzdJM8=">AAACIHicbVBNS8NAEN34WetX1aOXxSK0l5JIsV4EoRePVWwVmlI2m01d3N2E3YlYQn6KF/+KFw+K6E1/jds2B78eDDzem2FmXpAIbsB1P5y5+YXFpeXSSnl1bX1js7K13TNxqinr0ljE+ioghgmuWBc4CHaVaEZkINhlcNOe+Je3TBseqwsYJ2wgyUjxiFMCVhpWWvgY+8DuICN6JMldPswo9rnC7Rz7kSY069RC7EseYlrv1Gg9nwj1fFipug13CvyXeAWpogKdYeXdD2OaSqaACmJM33MTGNitwKlgedlPDUsIvSEj1rdUEcnMIJs+mON9q4Q4irUtBXiqfp/IiDRmLAPbKQlcm9/eRPzP66cQHQ0yrpIUmKKzRVEqMMR4khYOuWYUxNgSQjW3t2J6TWwsYDMt2xC83y//Jb2DhnfYaJ41qyfnRRwltIv2UA15qIVO0CnqoC6i6B49omf04jw4T86r8zZrnXOKmR30A87nFyHEob8=</latexit>

= argmaxc2C
P (d | c)P (c)

P (d)
Bayes’ rule

prior probability of class  cconditional probability of generating 
document  from class d c



How to represent ?P(d ∣ c)
Option 1: represent the entire sequence of words 


                           (too many sequences!)P(w1, w2, . . . , wK |c)

 = d w1, w2, …, wK

Option 2: Bag of words 





• Assume position of each word doesn’t matter


• Probability of each word is conditionally independent of the 
other words given class 

P(w1, w2, . . . , wK |c) = P(w1 |c)P(w2 |c) . . . P(wK |c)

c



Bag of words (BoW)
The%Bag%of%Words%Representation
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I love this movie! It's sweet, 
but with satirical humor. The 
dialogue is great and the 
adventure scenes are fun... 
It manages to be whimsical 
and romantic while laughing 
at the conventions of the 
fairy tale genre. I would 
recommend it to just about 
anyone. I've seen it several 
times, and I'm always happy 
to see it again whenever I 
have a friend who hasn't 
seen it yet!
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Predicting with Naive Bayes
We now have:

<latexit sha1_base64="D44tuCWbWQ7AWXcS8JAC0P5r9uA=">AAACIXicbVBNSyNBEO3RXT/irhvdo5dmg5BcwswSXC+C4sXLwqwYFTJh6KnpJE26e4buGjEM81e8+Fe8eNhFvMn+GTsfB9fsg4ZX71VRXS/JpbDo+y/eyuqHj2vrG5u1rU+ft7/Ud3YvbVYY4F3IZGauE2a5FJp3UaDk17nhTCWSXyXj06l/dcONFZm+wEnO+4oNtRgIYOikuH4IcRkhv8Xy50lYVfSIzitmhordVnEJNBKanlY0bKY0UiKl0Aqb0IrrDb/tz0CXSbAgDbJAGNefozSDQnGNIJm1vcDPse8WoQDJq1pUWJ4zGLMh7zmqmeK2X84urOi+U1I6yIx7GulMfTtRMmXtRCWuUzEc2ffeVPyf1ytwcNgvhc4L5BrmiwaFpJjRaVw0FYYDyokjDIxwf6UwYoYBulBrLoTg/cnL5PJ7Ozhod351Gsfnizg2yB75RpokID/IMTkjIekSIHfkgfwmf7x779F78p7nrSveYuYr+Qfe31eldKKN</latexit>

cMAP = argmaxc2CP (d | c)P (c)
<latexit sha1_base64="kKVgHAuh+j/LfXNq3jAptWhuqtg=">AAACJnicbVDLSgMxFM34rPVVdekmWIQKUmZKUTeC0I3gpoqthU4ZMpm0BpPMkNzRlqFf48ZfceNCEXHnp5g+Flo9EDj3nHu5uSdMBDfgup/O3PzC4tJybiW/ura+sVnY2m6aONWUNWgsYt0KiWGCK9YADoK1Es2IDAW7Ce9qI//mnmnDY3UNg4R1JOkp3uWUgJWCwukp9oH1ISO6J0l/GGQU+1zh2hDXSw+Bd4gfgsoh9kUUgxkVF9iXPML0oF6iB0Gh6JbdMfBf4k1JEU1RDwqvfhTTVDIFVBBj2p6bQMcuB04FG+b91LCE0DvSY21LFZHMdLLxmUO8b5UId2NtnwI8Vn9OZEQaM5Ch7ZQEbs2sNxL/89opdE86GVdJCkzRyaJuKjDEeJQZjrhmFMTAEkI1t3/F9JZoQsEmm7cheLMn/yXNStk7Klcvq8Wzq2kcObSL9lAJeegYnaFzVEcNRNEjekav6M15cl6cd+dj0jrnTGd20C84X98sj6Mg</latexit>

= argmaxc2CP (w1, w2, . . . , wK | c)P (c)
<latexit sha1_base64="IYxTC4kcQtB+vig5I9H7ddxJhkQ=">AAACJHicbVBNSwMxEM36bf2qevQSLEJ7KbsiKoggeBG8VLFa6NYlm03b0CS7JLNqWfbHePGvePHgBx68+FtMaw9afTDweG+GmXlhIrgB1/1wJianpmdm5+YLC4tLyyvF1bVLE6easjqNRawbITFMcMXqwEGwRqIZkaFgV2HveOBf3TBteKwuoJ+wliQdxducErBSUDw4xD6wO8iI7khylwcZxT5X+DjHtTKtYD/RcRRk/NDLr7PTvFa+DTj2JY8wrQTFklt1h8B/iTciJTRCLSi++lFMU8kUUEGMaXpuAi27GjgVLC/4qWEJoT3SYU1LFZHMtLLhkzneskqE27G2pQAP1Z8TGZHG9GVoOyWBrhn3BuJ/XjOF9n4r4ypJgSn6vaidCgwxHiSGI64ZBdG3hFDN7a2YdokmFGyuBRuCN/7yX3K5XfV2qztnO6Wj81Ecc2gDbaIy8tAeOkInqIbqiKJ79Iie0Yvz4Dw5b877d+uEM5pZR7/gfH4BzjCjtQ==</latexit>

= argmaxc2CP (c)
KY

i=1

P (wi | c)

<latexit sha1_base64="WLrIlYB2BMD/hkYhJyeUFXAmoCs=">AAACTXicdVFdaxQxFM1s1db1a6uPfbm4CLsIQ2bbrfWhUOmLIMIqblvYWYdMJjMbmswMyZ22yzB/0Behb/4LX3xQRMx+CCp6IHByzr3cm5O4VNIipZ+81saNm7c2t26379y9d/9BZ/vhiS0qw8WYF6owZzGzQslcjFGiEmelEUzHSpzG58cL//RCGCuL/B3OSzHVLMtlKjlDJ0WdhEd1iOIK69cvRk0Dh7C6MZNpdtVENYdQ5nDcQKhEir1QFRmMerwPTyG0lY5qeRg07+tXTb22LiMJoZYJ8H4TGpnNsB91utSn+8Pd50Og/pAGB4MFGQwDSnch8OkSXbLGKOpch0nBKy1y5IpZOwloiVO3FEquRNMOKytKxs9ZJiaO5kwLO62XaTTwxCkJpIVxJ0dYqr931ExbO9exq9QMZ/ZvbyH+y5tUmB5Ma5mXFYqcrwallQIsYBEtJNIIjmruCONGul2Bz5hhHN0HtF0Iv14K/ycnAz/Y9/fe7HWP3q7j2CI75DHpkYA8I0fkJRmRMeHkA/lMvpJv3kfvi/fd+7EqbXnrnkfkD7Q2fwKP1rOO</latexit>

cMAP = argmaxc2C

 
logP (c) +

KX

i=1

logP (wi | c)
!

Equivalent to



How to estimate probabilities?

Maximum likelihood estimates:

<latexit sha1_base64="IYxTC4kcQtB+vig5I9H7ddxJhkQ=">AAACJHicbVBNSwMxEM36bf2qevQSLEJ7KbsiKoggeBG8VLFa6NYlm03b0CS7JLNqWfbHePGvePHgBx68+FtMaw9afTDweG+GmXlhIrgB1/1wJianpmdm5+YLC4tLyyvF1bVLE6easjqNRawbITFMcMXqwEGwRqIZkaFgV2HveOBf3TBteKwuoJ+wliQdxducErBSUDw4xD6wO8iI7khylwcZxT5X+DjHtTKtYD/RcRRk/NDLr7PTvFa+DTj2JY8wrQTFklt1h8B/iTciJTRCLSi++lFMU8kUUEGMaXpuAi27GjgVLC/4qWEJoT3SYU1LFZHMtLLhkzneskqE27G2pQAP1Z8TGZHG9GVoOyWBrhn3BuJ/XjOF9n4r4ypJgSn6vaidCgwxHiSGI64ZBdG3hFDN7a2YdokmFGyuBRuCN/7yX3K5XfV2qztnO6Wj81Ecc2gDbaIy8tAeOkInqIbqiKJ79Iie0Yvz4Dw5b877d+uEM5pZR7/gfH4BzjCjtQ==</latexit>

= argmaxc2CP (c)
KY

i=1

P (wi | c)Given a set of  ‘labeled’ documents:  n
{(d1, c1), (d2, c2), . . . , (dn, cn)}

<latexit sha1_base64="SdQ5HLftaLn83+Z653bNqy3Fdmo=">AAACRHicbZBPSyMxGMYzrn/rv+569BIsgoKUGSm7XhYELx6r2Cp0ypBJMzaaZIbkHbWE+XB72Q/gzU/gxYMiXsV0nINWXwg8PM/zkuQXZ4Ib8P07b+rH9Mzs3PxCbXFpeWW1/vNX16S5pqxDU5Hqs5gYJrhiHeAg2FmmGZGxYKfx5cE4P71i2vBUncAoY31JzhVPOCXgrKjeC4cEbLvYuo44DiUfYBpdbOO/OEw0oTYEdgP2IM0VlJWdMi5saHIZ2WsccoW7xUStKhVRveE3/XLwVxFUooGqaUf123CQ0lwyBVQQY3qBn0HfEg2cClbUwtywjNBLcs56TioimenbEkKBN50zwEmq3VGAS/fjhiXSmJGMXVMSGJrJbGx+l/VySPb6lqssB6bo+0VJLjCkeEwUD7hmFMTICUI1d2/FdEgcPXDcaw5CMPnlr6K72wx+N1tHrcb+cYVjHq2jDbSFAvQH7aND1EYdRNE/dI8e0ZP333vwnr2X9+qUV+2soU/jvb4BqH2x9g==</latexit>

P̂ (wi | cj) =
Count(wi, cj)P
w2V Count(w, cj)

Fraction of times word  
appears among all words in 
documents of class 

wi

cj

How many documents are  
class  in the training setcj

<latexit sha1_base64="AB4nSkghErMBLXS8pPaD1Zjqppg=">AAACE3icbVC7SgNBFJ2NrxhfUUubwSBEi7ArQW2EQBrLKOYB2RBmJ7PJmNnZZeauGJb9Bxt/xcZCEVsbO//GyaPQxAMXDufcy733eJHgGmz728osLa+srmXXcxubW9s7+d29hg5jRVmdhiJULY9oJrhkdeAgWCtSjASeYE1vWB37zXumNA/lLYwi1glIX3KfUwJG6uZP3AGBpJYWaffuGF9i11eEJi6wB0iqYSxh6qSJTLv5gl2yJ8CLxJmRApqh1s1/ub2QxgGTQAXRuu3YEXQSooBTwdKcG2sWETokfdY2VJKA6U4y+SnFR0bpYT9UpiTgifp7IiGB1qPAM50BgYGe98bif147Bv+ik3AZxcAknS7yY4EhxOOAcI8rRkGMDCFUcXMrpgNiUgETY86E4My/vEgapyXnrFS+LhcqN7M4sugAHaIictA5qqArVEN1RNEjekav6M16sl6sd+tj2pqxZjP76A+szx/UO544</latexit>

P̂ (cj) =
Count(cj)

n



Data sparsity problem

• What if count(‘fantastic’, positive) = 0? 

➡ Implies P(‘fantastic’ | positive) = 0

This sounds 
familiar…

<latexit sha1_base64="IYxTC4kcQtB+vig5I9H7ddxJhkQ=">AAACJHicbVBNSwMxEM36bf2qevQSLEJ7KbsiKoggeBG8VLFa6NYlm03b0CS7JLNqWfbHePGvePHgBx68+FtMaw9afTDweG+GmXlhIrgB1/1wJianpmdm5+YLC4tLyyvF1bVLE6easjqNRawbITFMcMXqwEGwRqIZkaFgV2HveOBf3TBteKwuoJ+wliQdxducErBSUDw4xD6wO8iI7khylwcZxT5X+DjHtTKtYD/RcRRk/NDLr7PTvFa+DTj2JY8wrQTFklt1h8B/iTciJTRCLSi++lFMU8kUUEGMaXpuAi27GjgVLC/4qWEJoT3SYU1LFZHMtLLhkzneskqE27G2pQAP1Z8TGZHG9GVoOyWBrhn3BuJ/XjOF9n4r4ypJgSn6vaidCgwxHiSGI64ZBdG3hFDN7a2YdokmFGyuBRuCN/7yX3K5XfV2qztnO6Wj81Ecc2gDbaIy8tAeOkInqIbqiKJ79Iie0Yvz4Dw5b877d+uEM5pZR7/gfH4BzjCjtQ==</latexit>

= argmaxc2CP (c)
KY

i=1

P (wi | c)

This term becomes 0 
for c = positive



Solution: Smoothing!

Laplace or add-  smoothing:α
<latexit sha1_base64="UWv8Xisl03hey6zYMnPXKkp6ynQ=">AAACWnicbVFNaxsxFNRu0nw4/XDb3HoRNYWUFrNbQttLIZBLjk6onYBllreyNlYjabfS26ZG2T+ZSwn0rxQifxASpwOCYWYeTxrllZIOk+QmitfWn2xsbm23dp4+e/6i/fLVwJW15aLPS1XasxycUNKIPkpU4qyyAnSuxGl+cTjzT38J62RpvuO0EiMN50YWkgMGKWv/ZBNA32v2LjNJmZZjyrMf7+k3ygoL3DMUv9EflrXBeeTjwv5AGahqAo1nrtaZv6RMGjpoVvKLdHMXp1eDqyZrd5JuMgd9TNIl6ZAleln7mo1LXmthkCtwbpgmFY48WJRciabFaicq4BdwLoaBGtDCjfy8moa+C8qYFqUNxyCdq/cnPGjnpjoPSQ04caveTPyfN6yx+Dry0lQ1CsMXi4paUSzprGc6llZwVNNAgFsZ7kr5BEKnGH6jFUpIV5/8mAw+ddPP3f3j/c7BybKOLfKGvCV7JCVfyAE5Ij3SJ5z8If+ijWgz+hvH8Xa8s4jG0XLmNXmAePcW3hyz4A==</latexit>

P̂ (wi | cj) =
Count(wi, cj) + ↵P

w2V Count(w, cj) + ↵|V |

• Simple, easy to use


• Effective in practice



Overall process
Input: a set of labeled documents  


A. Compute vocabulary  of all words  

B. Calculate  


C. Calculate 


D. (Prediction) Given document   

               

{(di, ci)}n
i=1

V

̂P(cj) =
Count(cj)

n

̂P(wi |cj) =
Count(wi, cj) + α

∑w∈V [Count(w, cj)] + α |V |

d = (w1, w2, . . . , wK)

cMAP = arg max
c

̂P(c)
K

∏
i=1

̂P(wi |c) prior - important!

Q. What about words that appear 
in the testing set but not in V?

A. We can simply ignore them



A worked example for sentiment analysis



A worked example for sentiment analysis

4. Scoring the test example
3. Estimating the conditional probs



Naïve Bayes%as%a%Language%Model
• Which$class$assigns$the$higher$probability$to$s?

0.1 I

0.1 love

0.01 this

0.05 fun

0.1 film

Model$pos Model$neg

filmlove this funI

0.10.1 0.01 0.050.1
0.10.001 0.01 0.0050.2

P(s|pos)$$>$$P(s|neg)

0.2 I

0.001 love

0.01 this

0.005 fun

0.1 film

Sec.13.2.1

Sentence s

A) pos     B) neg      C) both equal

Naive Bayes: example
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Naive Bayes: pros and cons

• (+) Very fast, low storage requirements

• (+) Work well with very small amounts of training data

• (+) Robust to irrelevant features
• Irrelevant features cancel each other without affecting results

• (-) The independence assumption is too strong

• (-) Doesn’t work well when the classes are highly imbalanced

• Potential solutions: complement Naive Bayes (Rennie et al., 2003)



Naive Bayes can use any features!

• In general, Naive Bayes 
can use any set of 
features, not just words:


• URLs, email addresses, 
Capitalization, …


• Domain knowledge 
crucial to performance

Top features for spam detectionP(d |c) = P( f1 |c)P( f2 |c) . . . P( fK′￼
|c)



Binary Naive Bayes

• For tasks like sentiment, word 
occurrence seems to be more 
important than word frequency.
• The occurrence of the word fantastic 

tells us a lot; The fact that it occurs 5 
times may not tell us much more

• Solution: clip word count at 
1 in every document

Counts can still be 2! Binarization is within-doc!



Logistic Regression



Logistic Regression

• Powerful supervised model


• Baseline approach for many NLP tasks


• Foundation of neural networks


• Binary (two classes) or multinomial (>2 classes)

https://machine-learning.paperspace.com/wiki/logistic-regression



Generative vs discriminative models

• Naive Bayes is a generative model


• Logistic regression is a discriminative model

<latexit sha1_base64="D44tuCWbWQ7AWXcS8JAC0P5r9uA=">AAACIXicbVBNSyNBEO3RXT/irhvdo5dmg5BcwswSXC+C4sXLwqwYFTJh6KnpJE26e4buGjEM81e8+Fe8eNhFvMn+GTsfB9fsg4ZX71VRXS/JpbDo+y/eyuqHj2vrG5u1rU+ft7/Ud3YvbVYY4F3IZGauE2a5FJp3UaDk17nhTCWSXyXj06l/dcONFZm+wEnO+4oNtRgIYOikuH4IcRkhv8Xy50lYVfSIzitmhordVnEJNBKanlY0bKY0UiKl0Aqb0IrrDb/tz0CXSbAgDbJAGNefozSDQnGNIJm1vcDPse8WoQDJq1pUWJ4zGLMh7zmqmeK2X84urOi+U1I6yIx7GulMfTtRMmXtRCWuUzEc2ffeVPyf1ytwcNgvhc4L5BrmiwaFpJjRaVw0FYYDyokjDIxwf6UwYoYBulBrLoTg/cnL5PJ7Ozhod351Gsfnizg2yB75RpokID/IMTkjIekSIHfkgfwmf7x779F78p7nrSveYuYr+Qfe31eldKKN</latexit>

cMAP = argmaxc2CP (d | c)P (c)
<latexit sha1_base64="LTDphHDcTCbpDH27og9+W/HhU/Q=">AAACDHicbVDLTgIxFO3gC/GFunTTSExwQ2YMUZdENi4xkUcChHQ6BRrazqS9YyATPsCNv+LGhca49QPc+TcWmIWCJ2lycs65ub3HjwQ34LrfTmZtfWNzK7ud29nd2z/IHx41TBhryuo0FKFu+cQwwRWrAwfBWpFmRPqCNf1RdeY3H5g2PFT3MIlYV5KB4n1OCViply90gI0hIXogyXjaSyjucIWrU1wrWip5gINzm3JL7hx4lXgpKaAUtV7+qxOENJZMARXEmLbnRtC1S4BTwaa5TmxYROiIDFjbUkUkM91kfswUn1klwP1Q26cAz9XfEwmRxkykb5OSwNAsezPxP68dQ/+6m3AVxcAUXSzqxwJDiGfN4IBrRkFMLCFUc/tXTIdEEwq2v5wtwVs+eZU0LkreZal8Vy5UbtI6sugEnaIi8tAVqqBbVEN1RNEjekav6M15cl6cd+djEc046cwx+gPn8wdMmZp5</latexit>

argmaxc2CP (c | d)



Generative classifiers

• Build a model of what is in a cat image
• Knows about whiskers, ears, eyes
• Assigns a probability to any image - 

how cat-y is this image?

• Also build a model for dog images

• Now given a new image:

• Run both models and see which one fits better



Discriminative classifiers



Overall process: Discriminative classifiers

• Components: 


1. Convert  into a feature representation 


2. Classification function to compute  using , e.g., sigmoid or softmax


3. Loss function for learning e.g., cross-entropy


4. Optimization algorithm e.g., stochastic gradient descent


• Train phase: Learn the parameters of the model to minimize loss function on the training set


• Test phase: Apply parameters to predict class given a new input  (feature representation of 
testing document )

di xi

̂y P( ̂y |x)

x
d

Input: a set of labeled documents  {(di, yi)}n
i=1

 or 1 (binary) yi = 0
 (multinomial)yi = 1,…, m



1. Feature representation

The%Bag%of%Words%Representation
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Bag of words

x = [x1, x2, . . . , xk]

In BoW representations,  and the vector has many zeros.k = |V |
: how many times the word “love” appears in x1 d



Example: Sentiment classification

Remember that the 
values make up the  

feature vector!



2. Classification function
• Given: Input feature vector 


• Output:  and                   

x = [x1, x2, . . . , xk]

P(y = 1 |x) P(y = 0 |x) (binary classification)

Weight vector

• Given input features :     


• Therefore,

x z = w ⋅ x + b

w = [w1, w2, . . . , wk] bias

̂y = P(y = 1 ∣ x) = σ(w ⋅ x + b) =
1

1 + e−(w⋅x+b)

• Decision boundary:                      = {1 if  ̂y > 0.5
0 otherwise



Example: Sentiment classification

• Assume weights  and bias w = [2.5, − 5.0, − 1.2,0.5,2.0,0.7] b = 0.1



3. Loss function

• For n data points ,  = 0 or 1, 


• Classifier probability:  


• Loss:  

 
                   
           

(xi, yi) yi ̂yi = P(yi = 1 ∣ xi)

Πn
i=1P(yi ∣ xi) = Πn

i=1 ̂yyi
i (1 − ̂yi)1−yi

−log
n

∏
i=1

P(yi |xi) = −
n

∑
i=1

log P(yi |xi)

LCE = −
n

∑
i=1

[yi log ̂yi + (1 − yi)log(1 − ̂yi)]



Example: Computing CE loss

• Assume weights  and bias 


• If y = 1 (positive sentiment), 


• If y = 0 (negative sentiment), 

w = [2.5, − 5.0, − 1.2,0.5,2.0,0.7] b = 0.1

LCE = − log(0.69) = 0.37

LCE = − log(0.31) = 1.17

LCE = −
n

∑
i=1

[yi log ̂yi + (1 − yi)log(1 − ̂yi)]

P(y = 1 ∣ x) = 0.69
P(y = 0 ∣ x) = 0.31



Properties of CE loss

• 


• What values can this loss take? 
 
A) 0 to            B)  to          C)  to 0       D) 1 to 

LCE = −
n

∑
i=1

[yi log ̂yi + (1 − yi)log(1 − ̂yi)]

∞ −∞ ∞ −∞ ∞



Properties of CE loss

• 


• What values can this loss take? 
 
A) 0 to            B)  to          C)  to 0       D) 1 to 

LCE = −
n

∑
i=1

[yi log ̂yi + (1 − yi)log(1 − ̂yi)]

∞ −∞ ∞ −∞ ∞

• The answer is A) - Ranges from 0 (perfect predictions) to 


• Lower the value, better the classifier

∞



4. Optimization
• We have our classification function and loss function - how do we find the best  and ?


                                                      


                                         


• Optimization algorithm: gradient descent!


• Cross entropy loss for logistic regression is convex (i.e. has only one global minimum) so 
gradient descent is guaranteed to find the minimum.

w b

θ = [w; b]

̂θ = arg min
θ

1
n

n

∑
i=1

LCE(yi, xi; θ)

• Stochastic gradient descent: Use a mini-batch of training examples!



Regularization

• Training objective: 


• This might fit the training set too well! (including noisy features), and 
lead to poor generalization to the unseen test set — Overfitting 

                 

̂θ = arg max
θ

n

∑
i=1

log P(yi |xi)

• L2 regularization:


                ̂θ = arg max
θ

[
n

∑
i=1

log P(yi |xi) − α
d

∑
j=1

θ2
j ]



Multinomial Logistic Regression

• What if we have more than 2 classes? 


• Need to model  


• Generalize sigmoid function to softmax


                      

P(y = c |x) ∀c ∈ {1,…, m}

softmax(zi) =
ezi

∑m
j=1 ezj

1 ≤ i ≤ m

P(y = c |x) =
ewc ⋅ x+bc

∑m
j=1 ewj ⋅ x+bj

• The classifier probability is defined as:



• Generalize binary loss to multinomial CE loss:                            

 

LCE( ̂y, y) = −
m

∑
c=1

1{y = c}log P(y = c |x)

= −
m

∑
c=1

1{y = c}log
ewc⋅x+bc

∑m
j=1 ewj⋅x+bj

Multinomial Logistic Regression



Deriving gradients for (binary) logistic regression

• Gradient,  

•

dLCE(w, b)
dwj

=
n

∑
i=1

[ ̂yi − yi]xi,j

dLCE(w, b)
db

=
n

∑
i=1

[ ̂yi − yi]

LCE = −
n

∑
i=1

[yi log ̂yi + (1 − yi)log(1 − ̂yi)]

̂yi = σ(w ⋅ xi + b)

The j-th value of the feature vector xi

The TAs will go through the derivation in precept



          

LCE( ̂y, y) = −
m

∑
c=1

1{y = c}log P(y = c |x)

= −
m

∑
c=1

1{y = c}log
ewc⋅x+bc

∑m
j=1 ewj⋅x+bj

                   

dLCE

dwc
= − (1{y = c} − P(y = c |x))x

= − 1{y = c} −
ewc⋅x+bc

∑m
j=1 ewj⋅x+bj

x

Deriving gradients for multinomial logistic regression

The TAs will go through the derivation in precept


