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A brief history of LLMs

1. The BERT era 
      pre-training and fine-tuning


2. The GPT era      
      scaling and in-context learning


3. The ChatGPT era 
      instruction tuning and RLHF


4. The o1/R1 era 
      RL and reasoning 
 
              (What’s next?)



Guest lectures

Zhuang Liu

Multimodal unified visual 
understanding and generation

(Incoming assistant professor)

April 16th

Peter Henderson
(assistant professor)

April 21st

AI and copyright law

Xi Ye
(Postdoc fellow;  

incoming assistant professor at U Alberta)

April 23rd

Large reasoning models

April 14th: Systems for LLMs training and inference (Tri Dao)



Princeton courses on LLMs

(With Sanjeev Arora)

https://princeton-cos597r.github.io/



The bigger picture: Pre-training, fine-tuning/
prompting, and “NLP tasks”



Three major forms of pre-training

•Pre-training objectives: masked language modeling (+ 
optional: next sentence prediction)

•Model architecture: Transformer encoder

•  Examples: BERT, RoBERTa, ALBERT, ELECTRA
(2018) (2019) (2019) (2020)

(BERT: 110M or 330M parameters)



Three major forms of pre-training

•Pre-training objectives: random span masking 
and many other variants

•Model architecture: Transformer encoder-decoder

•  Examples: T5, BART (2019)

(T5: 60M-11B parameters)



Three major forms of pre-training

•Pre-training objectives: next-token prediction

•Model architecture: Transformer decoder

•  Examples: almost all modern LMs you see today!

•  GPT-1, GPT-2, GPT-3, ChatGPT, GPT-4, …

•  LLaMA models

•  PaLM, Gemini, Gemma, ..

•  Claude

•  Mistral

(2018-today)



Why do autoregressive LMs win out?

(Devlin et al. , 2018)

https://www.yitay.net/blog/model-architecture-blogpost-
encoders-prefixlm-denoising



Why do autoregressive LMs win out?

• Encoder-only models can’t generate text (easily); harder to scale up

• Bidirectional attention is only important at smaller scale?

• “Masking objectives” can be still combined with autoregressive LMs

(Fried et al. , 2022) InCoder: A Generative Model for Code Infilling and Synthesis



Fine-tuning vs prompting

• Fine-tuning: pre-train once, fine-tune many times

You still need many annotated 
examples for each single task!

SST-2 (sentiment analysis): 67k

SQuAD (question answering): 100k



Fine-tuning vs prompting
• Prompting: you can solve a task by directly prompting a language model (no 

parameter updates!)
In-context learning is a special form of prompting  

(with a few annotated examples provided)



Fine-tuning vs prompting

From GPT-3

• Prompting: you can solve a task by directly prompting a language model (no 
parameter updates!)



Paradigm shift: one model does it all

Sentiment 
analysis

Question 
answering

Machine 
translation

Text 
summarization

Completion: Das Abendessen war großartig

Prompt: Translate the following sentence from 
English to German: “The dinner was great”

Large language 
models

Machine 
translation

NLP before 2020:



Paradigm shift: one model does it all

Sentiment 
analysis

Question 
answering

Machine 
translation

Text 
summarization

Large language 
models

Prompt: Given the following paragraph […], how 
would you phrase it in a few words?

Completion: Graffiti artist Banksy is 
believed to be behind […]

Text 
summarization

NLP before 2020:

•  “Foundation Model” (Bommasani et al., 2021)

•  Zero or very few human-annotated 
examples required



What is an NLP task at all?

(Wang et al. , 2022)

HellaSwag (Commonsense)

PIQA (Physical reasoning)



What is an NLP task at all?

(Wang et al. , 2022)

MMLU (Massive multitask language understanding)



What is an NLP task at all?

(Wang et al. , 2022)

GSM8K (Grade school math)



This is how we use ChatGPT today



A conceptual shift in NLP tasks
• From limited, well-scoped NLP tasks to unlimited, open-ended tasks
• There isn’t a reliable way to evaluate



A conceptual shift in NLP tasks

• People still use few-shot NLP tasks for evaluating and comparing  “base models”

(Wettig et al., 2025)

• What is a base model?
• A model that has only gone through pre-training (next-token prediction on 

massive corpora)
• …. vs models that are “post-trained"



From Pre-training to Post-training
(From GPT-3 to ChatGPT)



What is post-training?

• = Any training stages that are beyond pre-training (next-token prediction)

• Different ways of post-training:
• Instruction tuning or supervised fine-tuning (SFT)
• Reinforcement learning from human feedback (RLHF) or preference learning

• Reinforcement learning from AI feedback (RLAIF)
• Reasoning with reinforced fine-tuning

• Different from task-specific fine-tuning in BERT models: the goal is to 
produce a general-purpose model that can solve many tasks!



Pre-training vs post-training

The development of modern foundation models consists of two main stages: 

(1) a pre-training stage in which the model is trained at massive scale using 

straightforward tasks such as next-word prediction

(2) a post-training stage in which the model is tuned to follow instructions, 

align with human preferences, and improve specific capabilities (for 
example, coding and reasoning).

From Llama-3



Pre-training vs post-training

From Llama-3



Why learning from human preferences (“alignment”)

•  Language modeling objective is misaligned

•  “Predicting the next token on a web page from the internet” is different from “follow the user’s 
instructions helpfully and safely”

•  What are user’s intention?

•  Explicit: instruction following

•  Implicit: stay truthful, not being biased, toxic or otherwise harmful

• Helpful: we want the model to solve the tasks for us
• Honest:  we want the model to give us accurate 

information and express uncertainty when they 
don’t know the answer

• Harmless: we don’t want models to cause any 
harm to people or environment.

(Askell et al., 2021) A General Language Assistant as a Laboratory for Alignment



Training LMs to follow instructions with human feedback

(Ouyang et al., 2022)

• The “InstructGPT” paper

• Precursor of ChatGPT

• Introducing the idea of RLHF



Language modeling  following instructions≠

https://openai.com/index/instruction-following/



Language modeling  following instructions≠

https://openai.com/index/instruction-following/



Language modeling  following instructions≠

https://openai.com/index/instruction-following/

InstructGPT can be misused!



InstructGPT: training pipeline



InstructGPT: supervised fine-tuning (SFT)

•  13k prompts are written by labelers/collected from API

•  Responses are written by labelers

•  Training on SFT data for 16 epochs

Instruction data (prompt, completion): (x, y)

−
|y|

∑
i=1

log P(yi ∣ y<i, x)

 Similar to pre-training, except 1) supervised 
data; 2) loss is only calculated on y



InstructGPT: supervised fine-tuning (SFT)

 Tulu (Wang et al., 2023)



InstructGPT: supervised fine-tuning (SFT)



InstructGPT: reward modeling (RM)

•  33k prompts are written by labelers/collected from API

•  Labelers need to rank K responses (sampled from model; K=4~9) 

•  The RM is only 6B parameters: R : (x, y) → ℝ



InstructGPT: reward modeling (RM)

(Ties are allowed and encouraged)



InstructGPT: reinforcement learning

•   Key idea: fine-tuning supervised policy to optimize reward (output 
of the RM) using PPO

•  31k prompts only collected from API

•  Tweak #1: add a per-token KL penalty from the SFT model at each 
token to mitigate overoptimization of the reward model

•  Tweak #2: add pre-training loss to “fix the performance 
regressions on public NLP datasets” (PPO-ptx)



Who is InstructGPT aligning to?
Who represent “human preferences”?

“Our aim was to select a group of labelers who were sensitive to 
the preferences of different demographic groups, and who 
were good at identifying outputs that were potentially harmful.”

“We hired a team of about 40 contractors”



Comparison: InstructGPT vs GPT-3

•  1.3B PPO model is more 
preferred to 175 B SFT/GPT



Comparison: InstructGPT vs GPT-3

•  “Alignment tax”

•  PPO-ppx mitigates performance 
regression on most tasks

Other results:
•  Improvements on TruthfulQA
•  Small improvements on 
RealToxicityPrompts
•  No improvements on bias evaluation


