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Announcements
• Midterm grades released on Gradescope. Regrade requests until March 20th 11:59pm

Median: 44.25, Mean: 43.02, Std Dev: 6.44

• Project + remaining assignments > 50%

• In-class participation and Ed discussion: 5% extra credit

• Project proposal deadline postponed to March 28th
• Reminder: team of 3 students, either (a) reproducing an ACL* paper, or (b) complete a 

research project (get prior approval from instructors!)

• We will post more guidelines in the next two days



• One of the  “holy grail” problems in artificial intelligence


• Practical use case: Facilitate communication between people in the world


• Extremely challenging (especially for low-resource languages)

Translation



Translation

How many languages do you speak?

A) 1

B)  2

C)  3

D) 4+



Machine translation (MT)

• Goal: Translate a sentence  in a source language (input) to a sentence 
 in the target language (output)

w(s)

w(t)

I like apples  ich mag Äpfel (German)↔
• Why is MT challenging?

I like apples  J'aime les pommes (French)↔
• Single words may be replaced with multi-word phrases:

• Reordering of phrases:
I like red apples  J'aime les pommes rouges (French)↔

• Context-dependent translations:

les   the    but    les pommes  apples↔ ↔

Extremely large output space  Decoding is NP-hard⟹



Vauquois Pyramid

• Hierarchy of concepts and 
distances between them in 
different languages


• Lowest level: individual words/
characters


• Higher levels: syntax, semantics


• Interlingua: Generic language-
agnostic representation of meaning



Evaluating machine translation

Two main criteria:


• Adequacy: Translation  should adequately reflect the linguistic content of 


• Fluency: Translation  should be fluent text in the target language

w(t) w(s)

w(t)

Which of these translations is both 
adequate and fluent?

A) first

B)  second

C)  third

D)  none of themDifferent translations of  

“A Vinay le gusta Python” (Spanish)



Evaluating machine translation

Two main criteria:


• Adequacy: Translation  should adequately reflect the linguistic content of 


• Fluency: Translation  should be fluent text in the target language

w(t) w(s)

w(t)

Different translations of  
“A Vinay le gusta Python” (Spanish)

Which of these translations is both 
adequate and fluent?

A) first

B)  second

C)  third

D)  none of them

The answer is (C).



Evaluation metrics

• Manual evaluation: ask a native speaker to verify the translation


• Most accurate, but expensive


• Automated evaluation metrics:


• Compare system hypothesis with reference translations


• BiLingual Evaluation Understudy (BLEU) (Papineni et al., 2002):


• Modified n-gram precision

System predictionsReference translation



Evaluation metric: BLEU

• Calculate modified n-gram precision  (usually for 1, 2, 3 and 4-grams)pn

• Plus a “brevity penalty” for too-short system translations

• The final BLEU score takes the geometric mean of  (with smoothing)  brevity penalty pn ×
• BLEU ranges between 0 and 1 and people usually express them in percentage

Sample BLEU scores for various system outputs

BP: brevity penalty

BLEU is useful (and widely 
used) but far from perfect
A good translation can get a 
poor BLEU score because it 
has low n-gram overlap with 
human translation



Machine translation: Data

•Statistical MT requires parallel corpora (bilingual)  

(Europarl, Koehn, 2005)

• And lots of it! 

• Not easily available for many low-resource languages in the world



Machine translation: Data

https://www.statmt.org/europarl/

21 European languages: Romanic (French, Italian, Spanish, Portuguese, Romanian), Germanic (English, 
Dutch, German, Danish, Swedish), Slavik (Bulgarian, Czech, Polish, Slovak, Slovene), Finni-Ugric (Finnish, 
Hungarian, Estonian), Baltic (Latvian, Lithuanian), and Greek.



Statistical machine translation (SMT)
• Core idea: Learn a probabilistic model from data


• Suppose we are translating French  English


• We want to find best target sentence , given source sentence 

→

w(t) w(s)
<latexit sha1_base64="oWeQ9O7tGl0UGigNXsi3WqLLcWo=">AAACLnicbVDLSsNAFJ34rPUVdelmsAjtpiRS1GVRBJcV7AOaGCaTSTt08mBmopaQL3Ljr+hCUBG3foaTNgvbemCGwzn3cu89bsyokIbxri0tr6yurZc2yptb2zu7+t5+R0QJx6SNIxbxnosEYTQkbUklI72YExS4jHTd0WXud+8JFzQKb+U4JnaABiH1KUZSSY5+ZSE+sAL06KTql0PXTx+yu7Qqa1kGW9V5DVoB9eCMKmpZzdErRt2YAC4SsyAVUKDl6K+WF+EkIKHEDAnRN41Y2inikmJGsrKVCBIjPEID0lc0RAERdjo5N4PHSvGgH3H1Qgkn6t+OFAVCjANXVeaLinkvF//z+on0z+2UhnEiSYing/yEQRnBPDvoUU6wZGNFEOZU7QrxEHGEpUq4rEIw509eJJ2Tunlab9w0Ks2LIo4SOARHoApMcAaa4Bq0QBtg8ARewAf41J61N+1L+56WLmlFzwGYgfbzC8zYqZM=</latexit>

argmax
w(t)

P (w(t) | w(s))

• According to Bayes’ rule, we can break this down into two components:
<latexit sha1_base64="NgePmmDZo9ORuA7jdld47+XLOOs=">AAACRHicbZDLSsNAFIYn9VbrrerSzWARmk1JpKgboejGZQV7gaSGyWTSDp1cmJmoJeTh3PgA7nwCNy4UcStO2yC19cAMP9/5D3Pmd2NGhTSMF62wtLyyulZcL21sbm3vlHf32iJKOCYtHLGId10kCKMhaUkqGenGnKDAZaTjDi/H/c4d4YJG4Y0cxaQXoH5IfYqRVMgpW+fQRrxvB+jBSdUtB66f3me3aVXqWQab1V+mkNAzaAfUgwtGfdaZQ90pV4yaMSm4KMxcVEBeTaf8bHsRTgISSsyQEJZpxLKXIi4pZiQr2YkgMcJD1CeWkiEKiOilkxAyeKSIB/2IqxNKOKGzEykKhBgFrnKOFxXzvTH8r2cl0j/rpTSME0lCPH3ITxiUERwnCj3KCZZspATCnKpdIR4gjrBUuZdUCOb8lxdF+7hmntTq1/VK4yKPowgOwCGoAhOcgga4Ak3QAhg8glfwDj60J+1N+9S+ptaCls/sgz+lff8Awvax5Q==</latexit>

= argmax
w(t)

P (w(s) | w(t))P (w(t))

Translation model: models whether the 
target sentence reflects the linguistic 

content of the source language (adequacy) 
Learned from parallel data

Language model: models how fluent 
the target sentence is (fluency) 

 
Can be learned from monolingual data



Translation model: models whether the 
target sentence reflects the linguistic 

content of the source language (adequacy) 
Learned from parallel data

Language model: models how fluent 
the target sentence is (fluency) 

 
Can be learned from monolingual data

How should we align words in source to words in target?

good

bad

Examples: IBM models 1, 2, 3, 4, 5

<latexit sha1_base64="NgePmmDZo9ORuA7jdld47+XLOOs=">AAACRHicbZDLSsNAFIYn9VbrrerSzWARmk1JpKgboejGZQV7gaSGyWTSDp1cmJmoJeTh3PgA7nwCNy4UcStO2yC19cAMP9/5D3Pmd2NGhTSMF62wtLyyulZcL21sbm3vlHf32iJKOCYtHLGId10kCKMhaUkqGenGnKDAZaTjDi/H/c4d4YJG4Y0cxaQXoH5IfYqRVMgpW+fQRrxvB+jBSdUtB66f3me3aVXqWQab1V+mkNAzaAfUgwtGfdaZQ90pV4yaMSm4KMxcVEBeTaf8bHsRTgISSsyQEJZpxLKXIi4pZiQr2YkgMcJD1CeWkiEKiOilkxAyeKSIB/2IqxNKOKGzEykKhBgFrnKOFxXzvTH8r2cl0j/rpTSME0lCPH3ITxiUERwnCj3KCZZspATCnKpdIR4gjrBUuZdUCOb8lxdF+7hmntTq1/VK4yKPowgOwCGoAhOcgga4Ak3QAhg8glfwDj60J+1N+9S+ptaCls/sgz+lff8Awvax5Q==</latexit>

= argmax
w(t)

P (w(s) | w(t))P (w(t))

Statistical machine translation (SMT)



• SMT was a huge field (1990s-2010s) - The best systems were extremely complex 


• Systems had many separately-designed subcomponents


• Need to design features to capture particular language phenomena


• Required compiling and maintaining extra resources


• Lots of human effort to maintain - repeated effort for each language pair!

Phrase-based SMT
Syntax-based SMT

https://translartisan.wordpress.com/tag/statistical-machine-translation/

Statistical machine translation (SMT)



SMT  NMT⟶
Q. Do you know when Google Translate was first launched?



Google’s NMT system in 2016

(Wu et al., 2016): Google’s Neural Machine Translation System: Bridging the Gap between Human and Machine Translation



SMT  NMT⟶



Neural machine translation (NMT)
• Neural Machine Translation (NMT) is a way to do machine translation with a 

single end-to-end neural network

• The neural network architecture is called a sequence-to-sequence model (aka 
seq2seq) and it involves two RNNs

Ilya Sutskever
(Sutskever et al., 2014)

(Next lecture!)



IBM Models

• Early approaches to statistical MT

• Key questions: 

• How do we define the translation model  ?

• How can we estimate the parameters of the translation model from 

parallel training examples?

• Make use of the idea of alignments

p(w(s) ∣ w(t))

<latexit sha1_base64="NgePmmDZo9ORuA7jdld47+XLOOs=">AAACRHicbZDLSsNAFIYn9VbrrerSzWARmk1JpKgboejGZQV7gaSGyWTSDp1cmJmoJeTh3PgA7nwCNy4UcStO2yC19cAMP9/5D3Pmd2NGhTSMF62wtLyyulZcL21sbm3vlHf32iJKOCYtHLGId10kCKMhaUkqGenGnKDAZaTjDi/H/c4d4YJG4Y0cxaQXoH5IfYqRVMgpW+fQRrxvB+jBSdUtB66f3me3aVXqWQab1V+mkNAzaAfUgwtGfdaZQ90pV4yaMSm4KMxcVEBeTaf8bHsRTgISSsyQEJZpxLKXIi4pZiQr2YkgMcJD1CeWkiEKiOilkxAyeKSIB/2IqxNKOKGzEykKhBgFrnKOFxXzvTH8r2cl0j/rpTSME0lCPH3ITxiUERwnCj3KCZZspATCnKpdIR4gjrBUuZdUCOb8lxdF+7hmntTq1/VK4yKPowgOwCGoAhOcgga4Ak3QAhg8glfwDj60J+1N+9S+ptaCls/sgz+lff8Awvax5Q==</latexit>

= argmax
w(t)

P (w(s) | w(t))P (w(t))

Translation model: models whether the 
target sentence reflects the linguistic 

content of the source language (adequacy) 
Learned from parallel data

Language model: models how fluent 
the target sentence is (fluency) 

 
Can be learned from monolingual data



Alignments

How should we align words in source to words in target?



Incorporating alignments

• Let us define the joint probability of alignment and translation as:


•  are the number of words in source and target sentences


•  is the alignment of the  word in the source sentence


• i.e. it specifies that the  word in source is aligned to the  word in target


• Translation probability for word in source to be a translation of its alignment word 

M(s), M(t)

am mth

mth amth



Independence assumptions

• Two independence assumptions:


• Alignment probability factors across tokens:


• Translation probability factors across tokens:



Limitations of IBM models

a1 = 2, a2 = 3, a3 = 4,...

Multiple target words may align to the same source word!

(source)

(target)

Or a source word may not have any corresponding target.



Reordering and dropping words

(Slide credit: Brendan O’Connor)

Assume extra NULL token

(source)

(target)



IBM Model 1

• Assume   

• Is this a good assumption? 

 

p(am |m, M(s), M(t)) =
1

M(t)

Every alignment is equally likely!



IBM Model 1

• Assume   p(am |m, M(s), M(t)) =
1

M(t)

p(w(s) = v |w(t) = u)
• How should we estimate the translation probabilities?



• If we have word-to-word alignments, we can compute the probabilities 
using the MLE:





• where  = #instances where target word  was aligned to 
source word  in the training set


• However, word-to-word alignments are often hard to come by

p(v |u) =
count(u, v)
count(u)

count(u, v) u
v

IBM Model 1

Solution: Unsupervised learning



The EM algorithm

• The goal is to estimate the translation probabilities: 

p(w(s) = v |w(t) = u)
• … But we do not have the alignments

• Chicken and egg problem:
• If we had the alignments, we could estimate these parameters

• If we had the parameters, we could estimate the aliignments

• The EM algorithm consists of two steps and iterate them until convergence:

• E-step: apply model to the data
• M-step: estimate model from data



Expectation Maximization (advanced)

• (E-Step) If we had an accurate translation model, we can estimate 
likelihood of each alignment as:


• (M Step) Use expected count to re-estimate translation parameters: 

                        p(v |u) =
Eq[count(u, v)]

count(u)

Remember 
these are 

fixed



IBM Model 2

• The alignment probabilities  are also estimated/
learned from the training corpora! 

p(am |m, M(s), M(t))

•  only depends on m and lengths of source and target sentencesam



Other IBM models

• Models 3 - 6 make successively weaker assumptions

• But get progressively harder to optimize


• Simpler models are often used to ‘initialize’ complex ones

• e.g train Model 1 and use it to initialize Model 2 translation parameters



Recommended reading

(22 pages, on the website)

IBM models 1-5


